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ABSTRACT
Detecting QRS complexes or R-peaks from the electrocardiogram
(ECG) is the basis for heart rate determination and heart rate vari-
ability analysis. Over the years, multiple different methods have
been proposed as solutions to this problem. Vast majority of the
proposed methods are traditional rule based algorithms that are vul-
nerable to noise. We propose a new R-peak detection method that
is based on the Long Short-Term Memory (LSTM) network. LSTM
networks excel at temporal modelling tasks that include long-term
dependencies, making it suitable for ECG analysis. Additionally,
we propose data generator for creating noisy ECG data that is used
to train the robust R-peak detector. Our initial testing shows that
the proposed method outperforms traditional algorithms while the
greatest competitive edge is achieved with the noisy ECG signals.
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1 INTRODUCTION
An electrocardiogram (ECG) shows the strength and timing of
electrical activity in the heart by measuring from specific sites on
the body’s skin surface. Among the several standard ECG waves,
the QRS complex in the center of an ECG cycle is the most visually
distinct part. The correct detection of the R-peak in theQRS complex
is the base of the following interpretive analysis such as heart rate
extraction and heart rate variability analysis in disease diagnosis,
well-being tracking as well as in research studies where autonomic
nervous system activities are observed [8, 30, 35].

Among the QRS complex or R-peak detection algorithms de-
veloped in the past thirty-five years, the one developed by Pan
and Tompkins [25] is the most well-known one serving as both an
algorithm benchmark and the basics of several other algorithms
developed after it (e.g., [12] and [15]). Many of the previously devel-
oped R-peak detection algorithms contain two main parts - signal
processing to enhance the presence of QRS complex (i.e., signal
derivatives, applying filters or signal transformations) and an am-
plitude threshold-based peak decision making [5]. Those methods
are usually lightweight and could be implemented on embedded
devices. However, these algorithms often only perform well with
relatively clean ECG signals but are not robust enough to noises
and artifacts [7, 26, 27]. On the other hand, the signal quality could
vary over time, particularly in wearable devices, due to motions,
electrode-skin conductance changes, or the use of dry electrodes
[18, 24]. These issues call for more robust methods for R-peak de-
tection that are more resilient to ECG signal noises such as baseline
wander and muscle artifact. The need for such solutions is further
pronounced if accuracy is of higher priority than real-time require-
ments (e.g., post-processing) or when processing can be preformed
in the back-end (e.g., in the Fog or Cloud layers).
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In this paper, we propose a LSTM based R-peak detection ap-
proach which is robust against quality fluctuations and high degrees
of artifacts in ECG signals. In the evaluation part, our approach
outperforms several existing R-peak detection algorithms with our
dataset. Since LSTM networks are more capable of dealing with
temporal modeling tasks by remembering long-term dependencies
compared to other types of neural networks [10, 11, 13], making
them more suitable for time series signals. LSTM networks can be
bidirectional, multilayered or combination of the two. Bidirectional
LSTM [11] is combination of two LSTMs that process the input
sequence both in chronological and reversed order and that are
connected to the same output layer. Therefore, for a every time
step of a given sequence, bidirectional LSTM has information from
the time steps preceding and following it. In multilayered LSTM
networks, multiple LSTM layers are stacked on top of each other
so that the output sequence of one layer forms the input sequence
of the next layer [10]. This increases representational capacity of
the network and allows it to learn more complex problems.

To the best of our knowledge, this is the first study predicting
R-peak locations directly from raw ECG signals using LSTM. Only
a few neural network solutions are found in the literature, and they
use feed forward networks which lack the capability to model time
dependency [26, 33].

Training a neural network requires a large volume of labels or
annotated data, which is highly expensive particularly when peak-
by-peak checking and manual corrections are needed. Therefore,
most of the existing R-peak detection methods are developed from
benchmark ECG databases. Among those, MIT-BIH Arrhythmia
Database [21] is the most frequently used. However, the signals
in this database are relatively noise free and thus they alone are
not enough for training a robust R-peak detector. To the best of
our knowledge, there are only two open databases that contain
noisy ECG signals with annotated peaks [22, 27]. However, these
databases are not large enough for training accurate neural network
models.

As part of the proposed R-peak detection method, we introduce a
noisy ECG data generator for training data augmentation. Our data
generator mixes data from two open databases to create training
data similar to noisy ECG signals recorded in real life. This data is
then used to train LSTM network to detect R-peaks. Our method is
tested with a separate dataset containing ECG signals from a clinical
study with different levels of artifacts. In addition, one signal from
the dataset is selected and different amounts of Gaussian noise is
added to it. The proposed R-peak detector is compared with several
classic R-peak detection methods using the same dataset.

To sum up, the contributions of this work are twofold:
• first, we propose a robust LSTM based solution for R-peak
detection with noisy ECG signals;

• second, we propose data generator for generating noisy ECG
signals to train the robust R-peak detector.

The implementation is released as open source on GitHub 1. The
rest of the paper is organized as follows: Section 2 introduces the
datasets used in our study; Section 3 presents the proposed method
in detail; Section 4 evaluates the proposed method and compares

1https://github.com/jtlait/ecg2rr

it against several other methods; and Section 5 concludes and dis-
cusses on this work.

2 DATASETS
Three datasets were involved in this work including two publicly
available databases in the model training phase, and one clinical
database in the model evaluation phase.

The data used in the training phase consists of two annotated
databases, MIT-BIH Arrhythmia database [9, 21] and MIT-BIH
Noise Stress Test database [9, 22]. The former one has been widely
employed in R-peak or QRS complex detection studies and works
as a benchmark database for detection algorithm development and
testing [17]. The 48 ECG records from 47 subjects were digitized
at 360 Hz, and each record covered 30 minutes. The signals in the
database are in general clean and may have different types of ar-
rhythmia. The modified lead II ECGwas used in this study. MIT-BIH
Noise Stress Test database contains three different noise records
that represent typical noise sources in the ambulatory ECG record-
ings. In this study two noise records, baseline wander (BW) and
muscle artifact (MA), were used. The third noise data source was
simulated powerline interference, which was 60 Hz sinusoidal wave
in this study.

The goal of this study is to develop an R-peak detection algorithm
that is robust to noises. Thus for testing the method we use a
real-world dataset containing one or several ECG contaminants,
such as powerline interference, electromyographic noise, baseline
wandering, or electrode motion artifact. The test dataset is part of
a larger database2, where one channel ECG signal was recorded by
a portable biopotential acquisition device [28] from postoperative
patients during re-examination. In total 103 minutes of lead I ECG
recordings sampled at 500 Hz from 7 patients are included in the
test phase. The recordings include irregular heart rhythm as well
with premature ventricular contractions or arrhythmia. Nearly 19
minutes of signals are with different types of noises and visually
detectable R-peaks. The ground truth labels of the R-peak locations
(annotations) in the dataset are from a threshold-based automatic
R-peak detector followed by manual corrections.

3 METHODS
3.1 Overview
Our development process was two fold (see Figure 1). At first phase,
we used publicly available ECG and ECG noise databases to train
the LSTM network. The heart of the training process was the gener-
ator function that created training data by mixing ECG signals with
noise. At second phase, we implemented a wrapper function that
uses the model to detect R-peak locations. Also, a filtering func-
tion was developed which allows filtering out unnaturally closely
occurring R-peaks by using distance and model predictions as a
decision criteria. After development, we tested our method against
a real-world ECG dataset and also against one ECG signal with
variable degrees of additional Gaussian noise. All of the develop-
ment work was done with the Python 3 programming language
while the following external libraries were also utilized: Keras [3],
NumPy [23, 31], SciPy [32], TensorFlow [1] and wfdb-python [34].

2http://healthscitech.org/
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In addition, following external Python libraries were used during
the method evaluation: BioSPPy [2], Matplotlib [14] and Pandas
[20].

Figure 1: Overview of the proposed method.

3.2 Training data preparation
3.2.1 ECG recordings. All ECG recordings and corresponding an-
notations were downsampled from 360 Hz to 250 Hz. Working with
lower frequency is beneficial as more temporal information can be
squeezed into the same amount of sample points. This lowers the
computational costs and at the same time it might help LSTMmodel
to process temporal information. ECG annotations have different
encodings for 19 different heart beat types that indicate different
types of arrhythmia. From these the normal beat type is the most
common, 75052 beats are classified as normal. To make problem
more simple, only normal beats were selected for training. Normal
beats were further filtered so that only normal beats that were
located within 5 samples from the local maxima of the ECG were
kept. This was done as it was noticed that in some rare cases beats
that were labeled as normal occurred as local minimas (downward
facing peaks) of the ECG signal.

3.2.2 Noise recordings. Downsampling from 360 Hz to 250 Hz was
also done for both noise recordings. Both recordings contain two
channels which differ from each other. Longer recordings from both
noise sources were constructed by concatenating these channels.

3.3 Model architecture
Newest version (2.0 RC) from the TensorFlow deep learning frame-
work with high-level Keras API was used to build and train the
model. Figure 2 shows the constructed sequential model with two
bidirectional LSTM layers and one dense layer. Both bidirectional
layers have 64 units in each while final dense layer contains just

one output unit. Hyperbolic tangent was used as activation func-
tion for all the other layers except for the final output layer which
uses sigmoid as an activation function. Model contains 132 737
parameters which all are trainable. Input and output shapes are in
the form (batch size, time steps, features) where the time steps and
features are fixed to 1000 and 1 respectively. Model makes sequence
to sequence mapping where both input and output sequences have
the same length. Probability value of an time step being an R-peak
is produced for every time step of the input sequence. This is illus-
trated in the Figure 3 where predictions produced by the model are
show below the corresponding inputs.

Figure 2: Schematic illustration of the network architecture.
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Figure 3: Upper row: Noise free and noisy ECG examples
from the test dataset. Both examples have been downsam-
pled to 250 Hz and normalized to the range [-1,1]. Corre-
sponding predictions at the lower row. Notice the high prob-
ability (almost 0.5) produced for the noise peak.

3.4 Model training
3.4.1 Generating training data. Generator function was used to
generate the training data. It was constructed so that it also takes
care of the data augmentation during the training. Data augmen-
tation was carried out by mixing ECG signals from the MIT-BIH
Arrhytmia database with the baseline wander, muscle artifact and
powerline interference noise sources. Former two (Figure 4) are
taken from MIT-BIH Noise Stress Test Database while powerline
interference is simulated with 60 Hz sine wave.
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Figure 4: Examples of the used noise types from MIT-BIH
Noise Stress Test Database, in 1000 sample windows.

Goal of the data augmentation phase was to generate large
amount of diverse training examples that simulate real life ECG
recordings. Generator function yields batches of training data and
corresponding labels. Each training instance in the batch is con-
structed as follows (Figure 5):

(1) Randomly select one ECG record.
(2) Randomly select 1000 sample window from the ECG record.
(3) Check that all beats in the window are classified as normal.
(4) Add randomly selected noise to the window.
(5) Create numerically encoded labels for the selected window.

Figure 5: The construction of a single training instance in
generator function. BW=Baseline wander, MA=Muscle arti-
fact. U indicates uniform distribution where random multi-
plier is drawn.

From these the steps 1-3 are self explanatory but steps 4-5 war-
rant a more detailed description. In step 4, 1000 sample windows are
first randomly selected from baseline wander and muscle artifact
noise sources. Then the category of the added noise is determined
randomly, it can be either baseline wander, muscle artifact or com-
posite of these two. After category selection, selected noise source is

multiplied by random number. For baseline wander random number
is selected from uniform distribution (0,10) while for muscle artifact
it is selected from uniform distribution (0,5). As a final step, 60 Hz
sine wave multiplied by random number from uniform distribution
(0,0.5) is added to the selected noise category.

Uniform distributions in all aforementioned cases were deter-
mined by visually examining the training examples produced by the
generator function. Randomization was purposefully used in every
possible step to maximize the variation in the training data. In this
way, the generator function produces almost noise free training
examples as well as examples that are saturated with complex noise.
The composed noise is added to the ECG signal which has been
normalized to the range [-1,1]. After noise addition, the noisy ECG
signal is normalized again to the same range so that all training
examples of the batch have similar range.

In step 5, binary labelling was used to label each time step of
the window. Label "1" was used for points corresponding R-peak
locations while rest of the time steps were labeled with zeroes.
To make labels slightly more balanced, ones were added also two
indices before and two indices after the R-peak index (Figure 6).
This labeling scheme where one R-peak is marked with five ones
can be also utilized to reduce the number of false positives when
predictions are processed.

Figure 6: Schematic illustration of the ECG labeling scheme.

3.4.2 Training. Model was trained on a GPU runtime environment
of the Google Colaboratory, which is a cloud based research tool for
machine learning education and research. Binary cross entropy was
selected as loss function, while Adam [16] was chosen as optimizer.
Network was trained 150 epochs with steps per epoch being 40
and batch size of 256. This means that a total number of 1 536 000
(150x40x256) different training examples (Figure 7) were used for
training.

3.5 Using model for R-peak detection
3.5.1 Prerequisites. Model expects its inputs to be in the form of 3D
tensor where the information is arranged similarly as in the training
phase. First axis of the tensor is batch dimensionwhile the following
two axes correspond to time steps and features. Output of the model
is also a 3D tensor which has similar shape as input. Wrapper
function (find_peaks) was developed to feed the ECG signal in the
correct form to the model and to extract R-peak locations from
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Figure 7: Examples of the training data produced by the gen-
erator function. Training example in the lower right is rela-
tively noise free while rest of the training examples contain
varying amounts of baseline wander, muscle artifacts and
powerline interference.

model predictions. For many of the steps, it uses helper functions
that each have their own well defined subtask. These subtasks are
carried out in the following order:

(1) Resample ECG signal to 250 Hz.
(2) Split ECG signal into overlapping segments (windows).
(3) Make predictions with the model.
(4) Calculate averages for the overlapping predictions.
(5) Filter out low probability predictions.
(6) Resample R-peaks back to original sampling frequency.
(7) Correct R-peaks with respect to original signal.
(8) Remove duplicate R-peaks if present.
Steps 2 and 5-8 are described at more detail in their own subsec-

tions.

3.5.2 Wrapper function - Splitting data. ECG record is split into
overlapping segments by moving the 1000 time step wide window
with user defined stride. In this study, the stride of 250 was used,
which corresponds to four predictions per every time step. Usage
of overlapping windows adds the computational costs but at the
same time it improves the R-peak detection, as time steps can be
seen in a different context. Padding (median of 1000 closest time
steps) is added to the both ends of the signal to allow same amount
of overlap for each time step. During splitting, each 1000 time step
long ECG segment is also normalized to range [-1,1]. After splitting
data is reshaped into form of 3D tensor that is expected by the
model.

3.5.3 Wrapper function - Filtering predictions. After overlapping
predictions are averaged, one probability value for each time step
remains. Time steps are then filtered based on the user defined prob-
ability threshold, only time steps above the probability threshold
are selected for further evaluation. Using lower values for proba-
bility threshold increases the recall but at same time some of the
precision is lost. After filtering, remaining time steps are corrected
to the local maxima of the ECG signal that is within five time steps.

If five or more time steps are corrected to the same location, then
that location is considered to be an R-peak. The idea is to utilize the
labeling scheme of training phase, where each R-peak was labeled
with five time steps. This has a noise reducing effect, as R-peak
cannot be identified by just one positive prediction, but it needs
five closely spaced positive predictions.

3.5.4 Wrapper function - Correcting R-peaks. So far, all of the work
has taken place with the ECG signal that has been resampled to
250 Hz. In step 7, identified R-peak locations are mapped to the
location indices that correspond R-peak locations in the original
sampling frequency. Because the R-peak location can differ slightly
in the two different frequencies, correction to the local maxima is
done with respect to the ECG signal in original sampling frequency.
In some very rare cases two R-peak locations are corrected to the
same location. Step 8 is for these situations, duplicate indices are
removed if they occur. After step 8 wrapper function returns R-peak
indices and corresponding probability values.

3.5.5 Filtering function. Separate filtering function (Figure 8) was
developed to filter out unnaturally closely occurring R-peaks. It
becomes especially useful when goal is to maximize recall and user
defined probability threshold has been set low. By using filtering
function, precision can then be improved by removing false pos-
itives. Typical use case for the filtering function is present at the
Figure 3 where the model gives almost 0.5 probability for sharp
noise peak that occurs at the middle of the noisy ECG segment.

At first, R-peaks that are within threshold distance from another
R-peaks are identified. Then these R-peaks are removed from the
set of all R-peaks. After this, removed R-peaks are iterated over
in a descending probability order. At every iteration the R-peak
with the highest probability value is selected from removed R-
peaks and it is checked if it can be added to the set of approved
R-peaks. If its distance to the neighbouring R-peaks is greater than
threshold distance, it is added, otherwise it is thrown away. This
simple algorithm works surprisingly well when variations in heart
rate are not too large. More advanced adaptive method will be
needed for ECG signals where heart rate varies a lot.

4 PERFORMANCE EVALUATION AND
COMPARISON

4.1 Evaluation methods and results
4.1.1 Evaluation metrics. The metrics used in the performance
evaluation are precision, recall, and F1 score, which are calculated
from true positives (TP), false negatives (FN), and false positives
(FP) by:

precision =
TP

TP + FP
(1)

recall =
TP

TP + FN
(2)

F1 score = 2 ×
precision × recall
precision + recall

=
2 × TP

2 × TP + FP + FN
(3)

Predicted R-peak is considered true positive if it falls within
one tenth of the sampling rate (in this study, 50 samples at 500 Hz
sampling rate) from the ground truth.
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Table 1: Performance comparison between the proposed LSTM method and selected R-peak detection methods

No. Anno. LSTM Hamilton Christov Engzee Pan-Tompkins
peaks preci. recall F1 preci. recall F1 preci. recall F1 preci. recall F1 preci. recall F1

1 1159 0.991 0.990 0.991 0.979 0.984 0.982 0.988 0.985 0.987 0.977 0.983 0.980 0.952 0.979 0.966
2 1876 1.000 1.000 1.000 0.995 0.999 0.997 0.997 0.999 0.998 0.953 0.985 0.968 0.984 0.995 0.989
3 932 0.996 0.997 0.996 0.989 0.845 0.912 0.994 0.845 0.914 0.290 0.550 0.380 0.961 0.974 0.968
4 956 0.998 0.999 0.998 0.973 0.998 0.986 0.986 0.987 0.987 0.965 0.992 0.978 0.955 0.991 0.972
5 1720 0.995 0.987 0.991 0.987 0.910 0.947 0.953 0.224 0.363 0.983 0.970 0.977 0.982 0.949 0.965
6 843 0.999 0.999 0.999 0.989 0.999 0.994 0.995 0.999 0.997 0.979 0.993 0.986 0.990 0.987 0.989
7 1054 0.995 0.995 0.995 0.984 0.994 0.989 0.993 0.657 0.790 0.983 0.990 0.986 0.977 0.973 0.975

*The best performance with precision, recall, or F1 score within the same ECG record (in each row) are highlighted in bold font.

Figure 8: Working principle of the filtering function.

4.1.2 Test with annotated test dataset. Our method was first tested
with the seven raw ECG recordings from the test dataset. For our
method parameters, We selected 0.05 as a user defined probability
threshold and stride value of 250. Then filtering function was run
by using the threshold distance of 350 ms. These parameters were
kept the same for all of the tested ECG recordings. To compare
the performance of the proposed method with the existing meth-
ods, four classic methods were tested as well with the same ECG
recordings. The other tested methods were Hamilton [12], Chris-
tov [4], Engzee [6, 19], and Pan-Tompkins [25]. In Hamilton and
Engzee, the raw ECG signals were band-pass (3 - 45 Hz) filtered
before detection. The inputs to Christov were raw ECG signals.
For the first three methods, we used the versions that were imple-
mented at the BioSPPy library [2]. These methods were run with

their default parameters. For the Pan-Tompkins method, we used
a ready-made Matlab function [29] and the input were raw ECG
recordings segmented with a sliding 4-second window.

Table 1 presents the performance of the tested methods. It is clear
that the proposed LSTM basedmethod has higher performance with
the whole test dataset than the classical methods. Moreover, the
performance of the proposed method is more consistent as it is
not so sensitive to the variations in the record quality as are the
classical methods. For example, the signal quality of record No. 2
and No. 6 are generally good throughout the record, therefore the
corresponding performance of Hamilton and Christov are high as
well (F1 score ≥ 0.994). By contrast, in the record No. 3 where the
signal quality is very low in some parts (Figure 3 is an extreme
example in record No. 3), the F1 score of the proposed method
is 0.996 while the F1 scores of Hamilton and Christov are lower
than 0.92. For these two methods, the recall values drop to 0.845
indicating that many R peaks are not detected.

4.1.3 Test with SNR controlled ECG samples. To further assess the
performance of our method with the noisy ECG signals, test exam-
ples with different degrees of Gaussian noise were generated. Test
was carried out by using exactly similar settings for the different
methods as in the previous test. Test examples were generated from
ECG record No.1 by adding Gaussian noise with controlled linear
SNR = PSiдnal /PNoise . The noise was added in sliding 1-second
windows. The detrended raw ECG samples inside the window were
the signal base and their total power was PSiдnal . All of methods
were then tested with the generated noisy ECG samples with an
SNR values of 20, 10, 5, 1, 0.5, 0.4, 0.3, 0.2, and 0.1. Figure 9 shows a
segment of ECG signal with different levels of additional noise. In
Figure 10, F1 scores at different SNR levels are plotted for all of the
methods. It is evident that our method has the highest performance
in all noise levels. Performance decay is also slowest from the tested
methods. This is especially true at the highest noise levels where
the performances of the classical methods plummet. Even at the
highest noise level (SNR 0.1), our method achieves the precision
(0.939), recall (0.938) and F1 (0.939) scores that are well above 0.9.

4.2 Error analysis
Our method is the most error prone when sharp and intense base
line changes associated to electrode motion or loss of contact are
present in the ECG signal. Good example from this kind of situation
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Figure 9: Examples of ECG with three different SNR levels.
All signals have been normalized to range [-1,1].
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Figure 10: F1 scores at different noise levels.

can be seen on the Figure 11 where otherwise good quality ECG
signal has sharp and intense noise peak at the middle. Detection
failures in these situations are mostly due the fact that these types
of artifacts were not simulated during the training phase. In the
presence of intense base line shift, ECG values associated to R-peaks
are at completely different range than they were during the training.
Therefore model has no clue about the correct R-peak positions.
Trying to include this noise type to training phase would be the
logical next step and basis for future improvement.

5 DISCUSSIONS AND FUTURE WORK
In this paper we presented a new LSTM-based approach for R-peak
detection from ECG signals. Compared to traditional methods, our
method gives more robust R peak detection both with the real life
ECG data and ECG data with added Gaussian noise. Our method
was developed on the basis that it will be used in a offline manner.
However, it would be straightforward to convert it to real-time
applications.

Our initial testing gives encouraging results of themethod perfor-
mance. The current results may be limited to the size of test dataset.
In our future work, we plan to further validate the proposed method
with a publicly available ECG database recently published by Porr
and Howell [27]. This database contains noisy ECG signals where

0 2000 4000−0.95

−0.90

−0.85

−0.80

Figure 11: Detection failures at the immediate vicinity of
strong electrode contact artifact. Circles are true positives
while crosses represent false negatives. ECG signal has been
normalized to the range [-1,1].

noise originates from the real life activities like walking or jogging.
This kind of database would give more comprehensive evaluation
of the method performance.

Our ultimate goal is to develop fully automated end-to-end solu-
tion to R-peak detection. This would remove the need for separate
filtering function altogether. Good starting point for the network
improvement can be found from the data augmentation step asmore
noise sources (e.g., electrode motion artifacts) should be incorpo-
rated into training data. There is also a great deal of parameters (e.g.
window size, network architecture) that could be tuned to increase
the performance.
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