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Abstract

We study the asymptotic relations between certain singular and constrained control prob-
lems for one-dimensional diffusions with both discounted and ergodic objectives. In the
constrained control problems the controlling is allowed only at independent Poisson arrival
times. We show that when the underlying diffusion is recurrent, the solutions of the dis-
counted problems converge in Abelian sense to those of their ergodic counterparts. More-
over, we show that the solutions of the constrained problems converge to those of their
singular counterparts when the Poisson rate tends to infinity. We illustrate the results with
drifted Brownian motion and Ornstein-Uhlenbeck process.
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Mathematics Subject Classification 49N25 - 49L.20 - 60J60

1 Introduction

This paper is concerned with asymptotic relations between certain discounted and ergodic
control problems for one-dimensional diffusions. More precisely, the following control
problems are considered:

(A) Classical singular stochastic control problems with both discounted and ergodic criteria
(B) Constrained bounded variation control problems where controlling is allowed only at
the independent Poisson arrival times with both discounted and ergodic criteria

These control problems are expected to be linked to each other via certain limiting proper-
ties. For instance, it is often expected that in item (A), the values of the problems with dis-
counted criterion are connected to the ergodic problems in an Abelian sense, when the dis-
counting factor vanishes. This relationship, often called the vanishing discount method and
sometimes used in a heuristic manner, can be used to solve the ergodic problems [10, 19, 20].
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Regarding item (B), the problems of this form have attracted attention in the recent years
[14, 15, 17, 18, 23]. For related studies in optimal stopping, see [9, 11, 13]. In these prob-
lems, it is reasonable to expect that the value functions of the constrained problems should
converge to the values of their singular counterparts as the Poisson arrival rate of the control
opportunities tends to infinity.

The main contribution of this paper is that we prove these expectations to be correct for
time-homogeneous control problems with one-dimensional diffusion dynamics; our findings
are summarized in Fig. 1. The choice of this framework is two-fold. These diffusion models
are important in many applications, and furthermore, the time-homogeneous structure allows
explicit calculations, by which we can first solve the HIB-equations of both discounted and
ergodic problems separately and then establish that the solutions satisfy the desired limiting
properties. This is in contrast to the vanishing discount method, where the HIB-equation of
the ergodic problem is solved using the solution of the discounted problem [20].

The remainder of the paper is organized as follows. In Sect. 2, we set up the diffusion
dynamics. In Sect. 3, we introduce the control problems and study the functionals appearing
in their analysis. The asymptotic relations are proved in Sect. 4. Paper is concluded with an
explicit examples in Sect. 5.

2 Underlying Dynamics

Let (2, F, {F:}i>0, P) be a filtered probability space which satisfies the usual conditions.
We consider an uncontrolled real-valued process X defined on (2, F, {F;};>0, P) which is
modelled as a strong solution to the Itd stochastic differential equation

dX, = p(X)dt + o (X)dW,, Xo=x, (1

where W, is the Wiener process and the functions u and o are well-behaved (see Chap. 5
of [12]). For notional convenience, we consider the case where the process evolves in R,
even though all the results remain unchanged even if the state space would be replaced with
any interval in R.

We define the second-order linear differential operator .A, which represents the infinites-
imal generator of the diffusion X, as

d 1, d
A=) T+ 50700 T @

and for a given r > 0, we respectively denote the increasing and decreasing solutions to the
differential equation (A —r) f = 0 by ¥, > 0 and ¢, > 0. These solutions are often called
the fundamental solutions and can be identified as the minimal r-excessive functions of the
diffusion X (see p.19 of [6]).

We define a set L] of functions f that satisfy the integrability condition
E.[ fooc e " | f(Xy)|ds] < oo. Using this notation, we define the inverse of the differential
operator (r — A), called the resolvent R,, by

(R, H(x) = Ex|:/0 e_”f(Xs)dS]

for all x e Ry and f € L£]. We also define the scale density of the diffusion by

X 2 ,
S'(x) :exp(—/o Ul;g))dz)
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which is the derivative of the monotonic (and non-constant) solution to the differential equa-
tion Af =0.
Often in computations it is useful to use the formula

(R f)(x) =B, (x) / V) I )y
0
N 3)
FB () / 0, () f m' (Vdy,

which connects the resolvent and the fundamental solutions . and ¢, (see p.19 of [6]).
Here the positive constant, which is independent of x,

Y, (x)

_ )
B, = S @r(x) S0

v (x)

is the Wronskian of the fundamental solutions and

2

") = S

denotes the density of the speed measure. We also recall the resolvent equation (see p.4 of
(61
R —R,

R,R, = ——L. “
q—r

3 The Control Problems

To pose the assumptions for the control problems, we define the function 6, : R, — R as
0,(x) =m(x) 4+ yp(x), where y is a positive constant and 7 : R, — R is the cost function.
Here, the function p : R, — R is defined as p(x) = u(x) —rx, where r is a positive constant
called the discounting factor. In economic literature, the function 6, can be understood as the
net convenience yield of holding inventories [2, 8]. This function appears in wide range of
control problems of one-dimensional diffusions, when the criteria to be minimized includes
discounting [2, 14, 16].

In addition, we note that in the absence of discounting (r = 0), the function 6, reduces to

7, (x) =7 (x) + yu(x),

which is in key role in many ergodic control problems of one-dimensional diffusions [5, 15].
We study the control problems under the following assumptions, which guarantee semi-
explicit solvability of the control problems defined at the end of this section.

Assumption 1 We assume that:

. the upper boundary oo and the lower boundary 0 are natural,

. the cost function 7 is continuous, non-negative and non-decreasing,

. the functions 6, and id: x — x are in L7,

. there is a unique state x* > 0 such that 6, (for r > 0) is decreasing on (0, x*) and increas-
ing on (x*, 0o) and that it satisfies the limiting condition lim,_, o, 6, (x) > 0.

O R S
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Assumption 2 We assume that:

1. m(0,y) = [, m'(z)dz < o0 and [ 7, (z)m’(z)dz < oo forall y € Ry,
2. limxw S,()C) = Q.

We make some remarks on these assumptions. First, we assume that the uncontrolled
state variable X cannot become infinitely large or zero in finite time, see pp.18-20 of [6],
for a characterization of the boundary behavior of diffusions. Second, the cost function is
non-decreasing and non-negative which is in line with usual economic applications. Third,
the resolvents (R,6,)(x) and (R,id)(x) exists. Fourth, we restrict our attention to the case,
where the function 6, (7r,,) has a unique global minimum at x*. The Assumption 4 essentially
guarantees that the equations (presented at the end of this section) for the optimal control
boundaries have a unique solution. Finally, the first part in Assumption 2 guarantees that the
underlying diffusion has a stationary distribution (see p.37 of [6]).

Lastly, we assume that

Assumption 3 The process N, is a Poisson process with a parameter A > 0 and it is inde-
pendent of the underlying diffusion X,. Furthermore, we assume that, the filtration {F;},>¢
is rich enough to carry the Poisson process N = (N;, F;);>0. We denote the jump times of
N, by T;.

Before stating the control problems, we define the auxiliary functions 7, : R, — R and
g: R, > Ras
g@x) =yx — (Rm)(x),
7T, (X) =Ayx + 7w (x),
where y, r are the same positive constants as in the definition of 6, and A is the intensity
of the Poisson process in Assumption 3. The next lemma gives useful relationships between

these auxiliary functions, 6, and 7. The lemma can be proved using the resolvent equation
(4) and the harmonicity property (A —r)(R,m)(x) + w(x) =0.

Lemma 1 Assume that g, m,,0, € L. Then

(A—r)g) =6,(x), )
(Rr4n70,) () = A(R,12.8) () + (R,7) (%), ©)
MR 15.8)X) = (Rr126,)(x) + g (x). (7)

The following functionals are in a key role in the main results of the study, as they offer
convenient representations of the integral functionals that include v, and ¢, :

, o / e
Ly(x)=r o (V)0 (y)m' (y)dy + S,(X)G(X),
: , Y
. = +(¥)0 dy — 6(x),
Ki()=r /0 BB )y = G0

'
Hx,y) = / (12(2) — 7 () ().

@ Springer



A Note on Asymptotics Between Control Problems Page50f17 13

We now formulate downward singular control problems of one-dimensional diffusions
and similar problems where controlling is allowed only at exogenously given Poisson arrival
times. This latter problem is called constrained control problem.

We assume in all of the following theorems, that the controlled dynamics are given by
the stochastic differential equation

XP =pn(XPydt + o (XP)dW, — ydD,, X =xeR,,

where D, denotes the applied control policy and y is positive constant (the coefficient y is
often interpreted as proportional transaction cost).

Assumption 4 (Admissible control policies)

1. In the singular problems (Theorems 2 and 3 below), we call a control policy D; admis-
sible, if it is non-negative, non-decreasing, right-continuous, and {F;},>o-adapted, and
denote the set of admissible controls by D;.

2. In the constrained problems (Theorems 4 and 5 below) the set of admissible controls D is
given by those non-decreasing, left-continuous processes D, that have the representation

D; =/ ﬂsts,
[0.1)

where N is a Poisson process and the integrand 7 is {F;},>o-predictable.

We introduce the main results of the control problems below and refer to [1, 3-5, 14, 15]
for full discussions.

Theorem 2 (Singular control with discounted criteria pp.1701-1702 of [1], pp.714-715 of
[3]) Under the Assumption 1, the optimal control policy minimizing the objective

J,(x, D) =E, [/ e (m(XP)dr + ydD;)] ,
0

where D} € Dy is

R PO
(x—yHt, =0,

where L(t, y}) denotes the local time push of the process X, at the boundary y; . The bound-
ary y} is characterized by the unique solution to the equation

K, (v)) =0. ®

Moreover, the value of the problem reads as

0r (v9) *

. yx 4 F x>y

V()= inf Ji(x, D%) = | (R 671y -
DSeD (R,m)(x) — ¥ (x) woh X <Yys.

@ Springer



13 Page6of17 H. Saarinen, J. Lempa

Theorem 3 (Singular control with ergodic criteria pp.16-17 of [5], p.7 of [4]) Under the
Assumptions 1 and 2, the optimal control policy minimizing the objective

1 ’ ; ,
Jse(x, D*) =liminf =E, [[ (m(XP)Hdt + yde)]
T—ooo T 0
where D} € Dy is

. L(t, b)), t>0,
D’ = )+ —
(x=0bH", t=0,

where L(t, b}) denotes the local time push of the process X, at the boundary b} . The bound-
ary b} is characterized by the unique solution to the equation

H(0,b%) =0. )
Moreover, the long run average cumulative yield reads as

IBS = inf Jre(va):n/L(bj)~
DeDs

Theorem 4 (Control with discounted criteria and constraint p.115 of [14]) Under the As-
sumption 1, the optimal control policy that minimizes the objective

J(x,D)=E, [/w e (m(XP)dt + ydD,)] ,
0

where D, € D, is as follows. If the controlled process XP is above the threshold y* at a jump
time T; of N, i.e. Xﬁ, > y* for any i, the decision maker should take the controlled process

XP to y*. Further, the threshold y* is uniquely determined by
Y OOL ) =g GILY (),
which can be rewritten as

Ly (") Ky (%)

; = (10)
O (V) YO")

In addition, the value function V, ,(x) :=infpep J (x, D) of the problem reads as
oy | 7E T Resa ) = Ct 820,10 () + AGD. xzy an

PO |y R — ) Bt x <yt

where
. 2 (V)
AGH =2 [(Rrﬂe 07 = R 01 7 *)]
Pra

Proof We only prove that the optimality condition can be rewritten as (10), and refer to [14]
for the rest of the claim. To prove the representation, we first use the Lemma 6, and then the
formulas (5) and (7), to get

218'(y")
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=Y (V)0 VIR 428) (V) — @, OIA(R12.8)" ()
— 8 OGOV — ol I (V)

=Y, (V)@ V)V R0 () — 01 ) (R0, (5)
— 0O IR () = (VIR0 ().

Utilizing the Lemma 6 again, we see that the optimality condition has the form

Ly oM | K 0"
ORI B 0

Theorem 5 (Control with ergodic criteria and constraint p.16 of [15]) Under the Assump-
tions 1, 2 and that w(x) > C(x* — 1), where a and C are positive constants, the optimal
control policy minimizing the objective

1 T
Jo(x, D) =liminf —E, [/ (r(XPydt + ydD,)] ,
T—ooo T 0

where D, € D, is as follows. If the controlled process XP is above the threshold b* at a jump
time T; of N,i.e. X %7 > b* for any i, the decision maker should take the controlled process

XP to b*. Further, the threshold b* is uniquely determined by

L} (b H(0, b*)
@, (b*)  §'(b*)m(0, b*)

=0, (12)

and the long run average cumulative yield 8, reads as
b*
B := inf J,(x, D) =m(0, b*)™! / 7, (2)m'(2)dz | .
DeD 0

Remark 1 The boundary classifications for the underlying diffusion can be relaxed in all
of the above theorems. For example, in Theorem 3 it can be shown that the results stays
unchanged when the lower boundary is exit or killing, see p.5 of [14].

The optimal policies in the above theorems can be summarised as follows. In the singu-
lar control problems the optimal policies are local time type barrier policies. In other words,
when the process is below some constant boundary y; the process should be left uncon-
trolled, but it should never be allowed to cross it, i.e. it is reflected at y;. The situation in
the problems with constraint is similar: when the process is below some threshold y* we do
not act, but if the process crosses the boundary, and the Poisson process jumps, we imme-
diately push it down to y* and start it anew. In other words, the optimal strategy in all of
the problems is to exert control at the ‘maximum rate’ when the process is at (or above) the
corresponding boundary.

4 Main Results

In the next lemma, we collect useful representations for functionals K ;f and L}.
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Lemma 6 The functions Ly and K y have alternative representations

r Gz(x) " / / 7
L) () =555 91 R () = LR @)
K5 = 2 0 o) R £ () — 0 @) Ry f) )]
fx_ZS/(x)w"x )0 = ()R ) ()]

Proof The proof for the claim on L ; is lemma 2 of [14] and the proof on K ; is completely
analogous. O

Under our assumption that the boundaries are natural, we have that

Y, (x)
S'(x)

¢, (x)
S'(x)

—rf o-()m’ (y)dy, =r/ Y (y)m' (y)dy, (13)
X 0

and thus, we can further rewrite

L'y (x) = rf oM ) = f))m' (ydy,

K0 =r [ 000 = Fem 0y,
0

In the next lemma we prove that these functionals satisfy asymptotic properties that are
needed to establish the relationships between the introduced control problems.

Lemma 7 Under the Assumption 1, we have the limits
LQ,H(X) A—00 ngk(x) A—00
(/)r+A(x) ’ wr-%—)»(x)

In addition, if the underlying diffusion X, is recurrent,i.e. Py[t, < ool =1 forall x,z e R4,
then

L, (x) ,_
6,0 =8 H(x, 00),

rer(x) i (x)

K, (x) .
05 =9 10, ),

where
H(x,y) =/’ (7, (2) — 7, (x))m' (2)dz.

Proof Let T, =inf{r > 0| X, = z}. Then for all s > 0 we have

Y5 (x) .
Ee™™ |7, <ool =1 V39 (14)
@ 17T

Therefore, by letting s — 0+ we get by monotone convergence that

lim @) =P [r, <] =1,
s=0+ Y (2)
(15)
lim ¢ (x) =P [r, <ox]=1,
s=0+ ¢;(2)
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under the assumption that the underlying diffusion is recurrent. In addition, again by (14),
we find that

lim wv(x) -0 lim s s (x)

16
o’ Y, (@) s> 9(2) (10

Since lim,_,¢4 6, (x) = m,(x), we see by using the above observations that by monotone
convergence

6,(z) — 0,(x))ym'(z)dz — H(x,00) asr — 0,

L, (%0
Vwr(x)_/x @ (x)
K™ [ 9
() Jo vr(x)

6,(2) = 6,(x))m’(z2)dz — H(0,x) asr — 0.
Similarly, by utilizing (16) we obtain

r+)~ o]
Lo ") (r+x)/ ;ﬂﬁ(er(z)—9,(x))m/(z)dz—>0ask—>oo,

§0r+x(x) ()
Ky (x Yr4(2)
=+ - 6,(z) — 6,(x))m’'(z)dz — 0 as A .
Wr+x( ) =+ )/ ¢r+x(x)( () (x))m'(z)dz — 0 as A — oo O

Proposition 8 (Asymptotics of the optimal thresholds) Under the Assumptions 1, 2 and 3
the optimal thresholds satisfy the following asymptotic results in terms of the intensity of the
Poisson process

A—00 b

VS by S

and if the underlying diffusion is also recurrent, we have the vanishing discount factor limits

r—0

yir) = b:, y'(r)y—>Db".

Proof We prove the first and the last claim, as the second claim is proposition 3 of [15] and
the third claim lemma 3.1 of [4]. Define the functions

L7 Kp ()
PG A

L} (x) H (0, x)
@) S(x)m(0,x)’

and let y; (r), y* (1), b* (1) be such that K§ (y;(r)) =0, G,,(y*(1)) =0and F;, (b* (1)) = 0.
We note that these roots are unique and define the optimal boundaries in Theorems 2, 4 and
5.

The first claim is to show that the unique root y*(A) of the function G, (x) in the limit
A — oo is y;. We find that

Gr,A (x)=

Fi.(x)=

@ra(0) Ly (x) K} (x)
OLo ) era(x) YL

Gr(x) =
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Because the function A — z',*—*g; is increasing and bounded above by 0 by lemma 6 in [22],
4

we find by Lemma 7 that

@ria(0) Lyt () Kj () Kj (x)

G, (x)= — as A — o0. a7
PTG L@ e e )
Thus, because the function 1;5,’(%) changes sign (see lemma 3.1. of [3]), we have by (17), the

equations (8) and (10) that '
A—00

YR — ;.

To prove the last claim, we find utilizing (13) and Lemma 7 that

Ko Ko
Vi) S fy v @m'(dz S'(x) [y S (2)dz
r—0 H(, x)
—_— .
S’ (x)m(0, x)
Hence,
L)\.
Gy =8 D HOD (18)

() §(x)m(0,x)

Therefore, as the function F; (x) changes sign (see proposition 1 of [15]), the claim follows
by (18) and the equations (12) and (10). O

Similar limiting results hold also for the corresponding values of the defined control
problems. However, it is clear that in terms of the vanishing discounting factor, the results
hold only in the following Abelian sense.

Proposition 9 (Asymptotics of the values) Under the Assumptions 1, 2 and 3 the values of
the control problems satisfy the following asymptotic results

Va0 E3 Vi), B B
Also, if the underlying diffusion is recurrent, we have the following Abelian limits
r—0 5 r—=>0 ¢
PV =SB, v 28

Proof For the last claim see lemma 3.1 of [4]. To prove the third, we first re-write the value
function (11) using Lemma 1 as

yx 4 (R 0)(x) — Ll 00 () 1 AGY), x>y,

Vs (x) = Fran O (19)
,«,)L —_ Y NV (vF %
w0 e - saen | ey,
where
Ay = —[(Rrﬂer)(y ) = (Reis) () === |
r (pr+k(y )
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‘We notice that when x > y*, the value function r V, ; (x) has convenient presentation in terms
of the limit » — 0. However, when x < y* we have to proceed as follows. Because V, ; (x)

is continuous across the boundary y*, we find

(r + MU NP ) (Rrei26) (6F) = @rin (V) (Re26,) ()
=re, O RO = ¥ (V)(R6,) (),
which can be re-organized as

(R.0,)'(y*) +r(Rr9r)(y*)
(ZA00) ¥ (y*)
=(@r+Ar) ((p’ﬂ(y*)(RrH@ () = @rpa (V) (Rr126,) (y*)>
O )Y (%)

Thus, we get that

ryx+rw,(x)[(R’9’)(x) (R;-Or)’(y*)]

) YO
Yy (x)
r
Y, (y*)
¢r+x()’ V(R 426:) (V) — @ra (V) (Rr4260,) (Y )>
<ﬂ,+x(y )

=ryx+r(R.6,)(x) — (R6,)(y")

¥y (x)
A
R (

Using the formulas (3) and (15), we see that

wr(X)fo wr(zw (@m' (@)dz + ¥, (x) [~ ¢ ()6, (2)m' (2)dz

r(R.6,)(x) =
T [0 00, () — ¥ (g ()]
_ oW Jo ¥ (26, (@m' ()dz + ¥, (x) [ 0, (2)6, (2)m’ (2)dz

0 (x) [y Y (@m' (@)dz + Y (x) [ 0, (2)m' (2)dz
= 0 0 @m @dz + [ 286, @)m' (R)dz

Y @ ENE)
0 ™ @dz+ [T REm (2)dz

=0 fooczg(z)m’(z)dz
Jo m'(2)dz

and thus, by (15) we have

L Y&
"o

Therefore, by continuity and proposition 8, the value function satisfies

%(b*)(Rwu)(b*) — @ (") (R’ &)

r(R0,)(x) — (R 6 =3 0.

rV(x) =
’ v} (b)
Finally, utilizing (3) and (12), the limiting value reads as
S/(b* /
- 7, ()@ (2)m' (2)dz = B,
Yo e T ’

(20)

2
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which completes the proof of the third claim.

To prove the second claim, we notice that the value function V, ; (x) is independent of X
when x < y*. Thus, we can focus on the region x > y*. We re-organize the terms V, ; (x) in
the upper region as

(Ry4.60)' (")

yx + (Rr+)\0r)(x) - er+l(x) + A(y*), (22)
A
where
A =14 |:(Rr+)\9 17 = (Rs,) () ) *)]
r+)L( )

Because diffusions are Feller-processes, we know that A(R,,0,) — 0, as A — oo (in sup-
norm), see p.235 of [21]. Thus,

MRy, MR 12600 5 0,37
LM = ) |, A o 0 e (ryq_

To deal with the remaining terms in (19), we note that by (20)

(Rr26,)' () _ (Rea0) () r (RO)(Y")

%H(y*) %M()’*) r +)“ <Pr+,\()’*)

ro (") (RO, (v)
r+AY") @ ()

Utilizing the above we get by (15)

(Rr120,) (")
— ¢ (x)

<Pr+k(y )

O () o @ra(x)
= (Reysbr - (RO)(Y"
oy OO = G RO

rYe (") @ra(x)

R,-@r/ %y A—>00 0
PRV o) OO0

and
A (Rr+A9r)/(y*) *
()
r (ﬂr+x(y )
A Ao () ,
= —(R/1:6, — ——(R,6, + — 0. (v*
( +0:)(") ( )(") +A1ﬁ(*)( ) ()
rA—> 9r(y5*) * 1/0()’:) 1ok
5 S (RO 4 (R, (7).
r V)
As the value function V(x) is continuous over the boundary y;, we further find that
0, () v (y5) ,
200 (RO + 2L (R,6,) () =0,
r V%)

Combining the above limits the result follows by continuity and proposition 8.
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Lastly, the second claim of the proposition follows by continuity of the functions and
proposition 8, as B° can also be represented as (see p.17 of [5])

0 O

by
B =m(0,b")"! U nﬂ(z)m/(z)dz] .

Unfortunately, our results do not answer the interesting question about the rate of any of
these convergences. It seems to be the case that different underlying dynamics have different
rates of convergence, and further, the threshold boundaries can have different rate of con-
vergence as the value functions. Thus, we believe it to be hard to find general conditions for
the rate of the convergence. However, in the next section we show the rate of convergence
in an explicit case.

Another interesting question is the convergence of the controlled processes. A portfo-
lio selection problem under vanishing transaction costs is studied in [7]. Here the authors
show that the optimal thresholds and value functions under transaction costs converge to the
ones without transaction costs as these costs vanish. Using this, the authors argue further
that the controlled wealth processes converge weakly. To prove a similar result in our case
unfortunately seems more formidable. For instance, in [7] the fact that controlled processes
are bounded simplifies the proof of tightness of the approximating sequence. In our case,
this does not hold, which makes the problem more difficult. This interesting question of
convergence is left for future research.

5 lllustration
5.1 Brownian Motion with Drift

Let the underlying process X; be defined by
dX,=pdt +dW,, Xo=ux, (23)

where p > 0. Also, we let the process evolve in R and choose a quadratic running cost
7(x) = x2. The minimal excessive functions are in this case known to be

o) = e~ (I g ) = (Vi)

and the scale density and speed measure read as
S’ (x) =exp(—2ux), m'(x) =2expux),

respectively. The net convenience yield now takes the form 6(x) = x> + y(u — rx). We
notice immediately that our Assumptions 1 hold as the boundary assumption can be relaxed
in the case of the discounted problems (Theorems 2 and 4), see Remark 1. However, it is
clear that the process does not satisfy the ergodicity properties needed for the results in terms
of the limit r — 0.

To illustrate the results of proposition 8, we solve the optimality conditions (8) and (10).
Conveniently the solution to these equations can be represented explicitly. To solve the equa-
tions we need to find the functions Kj (x) and Lgr“ (x). Elementary integration yields
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Fig. 1 Relations between the : — ==rTr
. Discounted Discounted Ergodic
control problems. These relations c . Singular Singular
. " N Singular Singular

hold for the optimal thresholds onstrain

and also for the values, in the
sense of Propositions 8 and 9 r—0 A= o

Constraint

4.8

-------------------------------------------------------------- Vs
v
46
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A

Fig. 2 Threshold boundaries as a function of the intensity of the Poisson process with the parameters
y =0.001, © =0.1 and r =0.001

e (2 +(—2x + ry)oe;r)

K, (x) = (@)’

)

2t (2 + (2x — ry)ozr_)
()}

Lrj»)u(x) —

)

where o = 0 +/2r + 2 and o = p — /2r + p?. Plugging these representations to the
equations (8) and (10), a simplification yields as solutions the thresholds

Using these explicit representation, we get a limit as in proposition 8. These thresholds are
illustrated in the Fig. 2. This also shows that the order of convergence is +/A.

To find the value function V, ; (x) in the region x > y* we first calculate that the resolvent
is equal to

Ar VA +xx —ry)F+ 1) F A0 +2)Qx + yA)u + 2au?

)\(Rr+A9r)(x) = o+ )»)3
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Hence,
(Ry420,) (y") o) 0TIV () — 2y*) (5 4 1) — 2u
T Orax) =
0. (") F+ 02+ /20 + 1)+ u?)

where x > y*. Using these expressions we can write down the value function V,; (x) in (11).
Further, this implies that the order of convergence of the value is A, and interestingly, it is
different from the thresholds.

5.2 Controlled Ornstein-Uhlenbeck Process

Consider dynamics that are characterized by a stochastic differential equation
dX,=—-8X,dt +dW,, X,=ux,

where é§ > 0. This diffusion is often used to model continuous time systems that have mean
reverting behaviour. To illustrate the results we choose the running cost 7 (x) = |x|, and
consequently 6(x) = |x| — y (8 + r)x. The scale density and the density of speed measure
are in this case

S'(x) =exp(8x?), m'(x) =2exp(—8x?),

and the minimal r-excessive functions read as (see p.141 of [6])

5)(2 6)(2
@ (x) =€ T D_y5(xv/28),  Yn(x)=e T D_;5(—xv/28),

where D, (x) is a parabolic cylinder function. We note that our Assumptions 1 and 2 are
satisfied and that this process is positively recurrent (see p. 141 of [6]). Unfortunately, the
equations for the optimal thresholds take rather complicated forms, and thus the results in
proposition (8) are only illustrated numerically in Figs. 3 and 4.

bg

b*

Vs

0.1}

50 100 150 200 250

Fig.3 Threshold boundaries as a function of the intensity of the Poisson process with the parameters y = 0.1,
d=1landr=1
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Fig.4 Threshold boundaries as a function of the discounting with the parameters y = 0.1, § =1 and 2 =20
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