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ABSTRACT

IT systems have been deployed across several domains, such as hospitals and indus-
tries, for the management of information and operations. These systems will soon be
ubiquitous in every field due to the transition towards the Internet of Things (IoT).
The IoT brings devices with sensory functions into IT systems through the process
of internetworking. The sensory functions of 10T enable them to generate and pro-
cess information automatically, either without human contribution or having the least
human interaction possible aside from the information and operations management
tasks. Security is crucial as it prevents system exploitation. Security has been em-
ployed after system implementation, and has rarely been considered as a part of the
system. In this dissertation, a novel solution based on a biological approach is pre-
sented to embed security as an inalienable part of the system.

The proposed solution, in the form of a prototype of the system, is based on the
functions of the human nervous system (HNS) in protecting its host from the im-
pacts caused by external or internal changes. The contributions of this work are the
derivation of a new system architecture from HNS functionalities and experiments
that prove the implementation feasibility and efficiency of the proposed HNS-based
architecture through prototype development and evaluation.

The first contribution of this work is the adaptation of human nervous system
functions to propose a new architecture for IT systems security. The major organs
and functions of the HNS are investigated and critical areas are identified for the
adaptation process. Several individual system components with similar functions to
the HNS are created and grouped to form individual subsystems. The relationship
between these components is established in a similar way as in the HNS, resulting in
a new system architecture that includes security as a core component. The adapted
HNS-based system architecture is employed in two the experiments prove its imple-
mentation capability, enhancement of security, and overall system operations.

The second contribution is the implementation of the proposed HNS-based se-
curity solution in the IoT test-bed. A temperature-monitoring application with an
intrusion detection system (IDS) based on the proposed HNS architecture is imple-
mented as part of the test-bed experiment. Contiki OS is used for implementation,
and the 6LoWPAN stack is modified during the development process. The applica-
tion, together with the IDS, has a brain subsystem (BrSS), a spinal cord subsystem
(SCSS), and other functions similar to the HNS whose names are changed. The
HNS functions are shared between an edge router and resource-constrained devices
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(RCDs) during implementation. The experiment is evaluated in both test-bed and
simulation environments. Zolertia Z1 nodes are used to form a 6LoWPAN network,
and an edge router is created by combining Pandaboard and Z1 node for a test-bed
setup. Two networks with different numbers of sensor nodes are used as simulation
environments in the Cooja simulator.

The third contribution of this dissertation is the implementation of the proposed
HNS-based architecture in the mobile platform. In this phase, the Android operating
system (OS) is selected for experimentation, and the proposed HNS-based architec-
ture is specifically tailored for Android. A context-based dynamically reconfigurable
access control system (CoDRA) is developed based on the principles of the refined
HNS architecture. CoDRA is implemented through customization of Android OS
and evaluated under real-time usage conditions in test-bed environments.

During the evaluation, the implemented prototype mimicked the nature of the
HNS in securing the application under threat with negligible resource requirements
and solved the problems in existing approaches by embedding security within the
system. Furthermore, the results of the experiments highlighted the retention of HNS
functions after refinement for different IT application areas, especially the IoT, due
to its resource-constrained nature, and the implementable capability of our proposed
HNS architecture.

KEYWORDS: Human nervous system, cross-layer design, access control system,
intrusion detection system, context-aware policies, self-awareness, cybersecurity, in-
ternet of things, android
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THVISTELMA

IT-jarjestelmid hydodynnetdin tiedon ja toimintojen hallinnassa useilla aloilla, kuten
sairaaloissa ja teollisuudessa. Siirtyminen kohti esineiden Internetid (Internet of
Things, IoT) tuo tillaiset laitteet yhi kiinteimmiksi osaksi jokapdivdistd eldmad.
IT-jérjestelmiin liitettyjen IoT-laitteiden sensoritoiminnot mahdollistavat tiedon au-
tomaattisen havainnoinnin ja késittelyn osana suurempaa jirjestelméd jopa tdysin
ilman ihmisen myotédvaikutusta, poislukien mahdolliset ylldpito- ja hallintatoimen-
piteet. Turvallisuus on ratkaisevan tirkedd I'T-jarjestelmien luvattoman kdyton estamis-
eksi. Valitettavan usein jarjestelmésuunnittelussa turvallisuus ei ole osana ydinsuun-
nitteluprosessia, vaan otetaan huomioon vasta kdyttéonoton jilkeen. Téssd vditoskir-
jassa esitellddn uudenlainen biologiseen ldhestymistapaan perustuva ratkaisu, jolla
turvallisuus voidaan siséllyttdd erottamattomaksi osaksi jarjestelmia.

Ehdotettu prototyyppiratkaisu perustuu ihmisen hermoston toimintaan tilanteessa,
jossa se suojelee iséntddnsd ulkoisten tai sisdisten muutosten vaikutuksilta. Tdmén
tyon keskeiset tulokset ovat uuden jirjestelméarkkitehtuurin johtaminen ihmisen her-
moston toimintaperiaatteesta sekd téllaisen jirjestelmén toteutettavuuden ja tehokku-
uden arviointi kokeellisen prototyypin kehittdmisen ja toiminnan arvioinnin avulla.

Tamin viitoskirjan ensimmiinen kontribuutio on ihmisen hermoston toimintoi-
hin perustuva IT-jdrjestelmaarkkitehtuuri. Tutkimuksessa arvioidaan ihmisen her-
moston toimintaa ja tunnistetaan keskeiset toiminnot ja toiminnallisuudet, jotka mall-
innetaan osaksi kehitettdavii jarjestelmédd luomalla néitd vastaavat jirjestelmékompo-
nentit. N&-istd kootaan toiminnallisuudeltaan hermostoa vastaavat osajérjestelmiit,
joiden keskindinen toiminta mallintaa ihmisen hermoston toimintaa. Niin luodaan
arkkitehtuuri, jonka keskeisend komponenttina on turvallisuus. Tdmén pohjalta to-
teutetaan kaksi prototyyppijéarjestelméd, joiden avulla arvioidaan arkkitehtuurin to-
teutuskelpoisuutta, turvallisuutta seki toimintakykyé.

Toinen kontribuutio on esitetyn hermostopohjaisen turvallisuusratkaisun toteut-
taminen loT-testialustalla. Kehitettyyn arkkitehtuuriin perustuva ja tunkeutumisen
estojarjestelmén (intrusion detection system, IDS) sisdltdva ldimpotilan seurantasovel-
lus toteutetaan kdyttden Contiki OS -kaytojirjestelmid. 6LoWPAN protokollapinoa
muokataan tarpeen mukaan kehitysprosessin aikana. IDS:n lisdksi sovellukseen ku-
uluu aivo-osajérjestelmé (Brain subsystem, BrSS), selkdydinosajérjestelmé (Spinal
cord subsystem, SCSS), sekéd muita hermoston kaltaisia toimintoja. Ndmé toiminnot
jaetaan reunareitittimen ja resurssirajoitteisten laitteiden kesken. Tuloksia arvioidaan
sekd simulaatioiden etti testialustan tulosten perusteella. Testialustaa varten 6LoW-
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PAN verkon toteutukseen valittiin Zolertia Z1 ja reunareititin on toteutettu Pand-
aboardin ja Z1:n yhdistelmélld. Cooja-simulaattorissa kédytettiin mallinnukseen ymp-
dristond kahta erillisti ja erikokoisuta sensoriverkkoa.

Kolmas tdméin viitdskirjan kontribuutio on kehitetyn hermostopohjaisen arkkite-
htuurin toteuttaminen mobiilialustassa. Toteutuksen alustaksi valitaan Android-kdytt-
Ojdrjestelmd, ja kehitetty arkkitehtuuri rddtdloidaan Androidille. Tuloksena on kon-
tekstipohjainen dynaamisesti uudelleen konfiguroitava padsynvalvontajirjestelma (c-
ontext-based dynamically reconfigurable access control system, CoDRA). CoDRA
toteutetaan mukauttamalla Androidin kéyttojirjestelmii ja toteutuksen toimivuutta
arvioidaan reaaliaikaisissa kéyttoolosuhteissa testialustaympéristoissa.

Toteutusta arvioitaessa havaittiin, ettd kehitetty prototyyppi jaljitteli ihmisher-
moston toimintaa kohdesovelluksen suojaamisessa, suoriutui tehtdvastidin vihaisilla
resurssivaatimuksilla ja onnistui sisédllyttiméadn turvallisuuden jérjestelmén ydintoim-
intoihin. Tulokset osoittivat, ettd tdmin tyyppinen jirjestelmi on toteutettavissa
sekd sen, ettd jarjestelmén hermostonkaltainen toiminnallisuus sdilyy siirryttiessi so-
vellusalueelta toiselle, erityisesti resursseiltaan rajoittuneissa loT-jirjestelmissa.

ASTASANAT: Ihmisen hermostojirjestelma, ristikkédiskerroksinen suunnittelu, pasisyn-

valvontajdrjestelmd, tunkeutumisen havaitsemisjérjestelmé, kontekstitietoiset sadnnot,
itsetietoisuus, kyberturvallisuus, esineiden Internet, Android
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1 Introduction

Since the early ages, information exchange has been an essential human activity.
This exchange is performed through communication using various mediums or di-
rect engagement with other parties. The medium of communication has greatly im-
proved through the evolution of human intelligence and has progressed over time,
especially over the past 150 years, progressing from the use of animals to copper
wires, and eventually, to wireless forms of communication. These transitions heav-
ily influenced the computing systems used in communication, which were initially
meant for military purposes and later introduced for civilian purposes.

However, civilian systems are not designed as secure as military systems. The
usage of civilian systems went far beyond anyone’s imagination and have become a
huge monetary income source for governments and involved organizations. Even the
slightest degree of enhancement in users’ comfortability has an enormous impact on
revenue generation for all parties involved. Thus, users’ comfortability with com-
munication and computing system (CCS) becomes directly proportional to higher
revenue generation for governments and business entities. Communication systems
have evolved from fixed telephone connections backed by centralized telephone ex-
changes to small handheld mobile devices that use satellites and towers for signal
transfer. Similarly, computing systems evolved from large desktops to portable lap-
tops. Throughout these stages of enhancement, the power of the computing systems
has been vastly enriched through continuous research and development. The fusion
of communication and computation devices resulted in a new form of devices that
can perform both functions simultaneously. In some cases, these hybrid personal
mobile devices have more processing power than normal desktops or laptops. The
evolution of CCS is illustrated in Figure 1.

These enhancements attract a wide range of audiences, from the general pub-
lic to governmental and business organizations, who adopt and utilize these devices
in their day-to-day activities. Unfortunately, this adaptation has presented lucrative
opportunities for groups with malicious intentions to carry out espionage, abuse,
theft, and the usage of information for their personal benefit. Initially, these forms
of espionage were limited to governmental institutions who were preoccupied with
discovering the secrets and new developments of the other country’s institutions. In-
cidents of espionages such as the Thing [1] employed resonant cavity microphones
[2], while other incidents used easy chair mark I and II [3], telephone bugging de-
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vices [4] for espionage. A discussion of the implications of governmental espionage
is beyond the scope of this thesis.

B

E&

Figure 1. Evolution of communication and computing systems

.
rD

On the civilian side, espionage has involved the theft of sensitive information
which may result in direct or indirect monetary loss, breach of personal privacy, and,
sometimes, loss of life. The primary motivation behind these activities is that the
civilians pay for services rendered by business organizations through sending mes-
sages, making calls and surfing the internet using mobile devices. The organizations
engaging in these activities are called telecom operators, and the civilians accessing
these services through mobile devices are called mobile users or subscribers. The
process of purchasing services from telecom operators is commonly referred to as
a mobile subscription. The implications of espionage have been increased because
the driving force of the enhancements is purely based on a swift market reach to reap
enormous monetary gains, and in most cases, security has never been considered dur-
ing the design phase of those systems. Hence, security became an afterthought, in a
sense, patching over cracks in the foundation rather than reconstructing the building
itself.

Furthermore, CCS has evolved to have sensors similar to, and in certain cases
higher than human sensory perception. These sensors can sense multiple stimuli
from the surrounding environment, including light, heat, surface vibration, quantity
and chemical compositions in the air. They are deployed across several fields (e.g.,
hospitals, homes, offices and industries) for the automation and easy accomplish-
ment of tasks without, or having the least degree of, human intervention. The size
of these CCS devices is relatively small, and they communicate through a wireless
medium; thus, their communication range is limited. These devices can recognize
each other and operate together to fulfill the objectives of the application area. They
can interconnect with each other to form networks and can be accessed from ex-
ternal IP networks, as each CCS can carry a unique address. This phenomenon is
collectively referred to as the Internet of Things (IoT). Left unattended after imple-
mentation, these CCSs may become subject to physical tampering, converted into
malicious CCSs, and introduced into the network to carry out attacks to disrupt op-
erations. Since their mode of communication is wireless, their entire information
exchanges are prone to eavesdropping and other forms of threat. In these cases, se-
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Introduction

curity mechanisms have used a tool to limit operational disruptions. Thus, security
became an afterthought, even in handling these special kinds of CCS devices.

Through this research, a novel biological system architecture inspired by the
function of the human nervous system (HNS) to address the problems in the existing
approaches and embed security as one of the core system components. An exper-
imental prototype will be built based on the newly proposed architecture and eval-
uated under two different IT domains as experiments to prove the enhancement in
security, overall system operations and feasibility for implementation across several
domains with different requirements and resource availabilities.

1.1 Motivation and objectives

The aim is to devise a methodology for implementation of built-in security that is
adaptable to resource and operational requirements of the targeted systems. The pri-
mary motivations behind this work are to include security as a part of the system
design process and to enhance the overall security of system operations through the
employment of self-awareness. An increase in the security level of IT systems leads
not only to stronger security but also to an increase in resources required for op-
erations. Thus, security solutions should balance security and resource usage. In
addition, they must be scalable and represent state of the art in order to work with
future technologies. The objectives of this dissertation are as follows:

o To propose a design method for self-aware and adaptive built-in security mech-
anism.

e To develop a system architecture for self-aware and adaptive built-in security
mechanism.

e To design, implement and evaluate the developed architecture in IoT and mo-
bile test-bed systems as experiments.

1.2 Research Questions

Four research questions have been formulated to address the defined objectives:

e RQI: How should one approach the introduction of self-awareness as part of
system security?

Self-awareness requires an understanding of the operations within the system and its
(surrounding) operational environment. Usage of artificial intelligence (Al) is one of
the best approaches towards the realization of self-awareness. However, the employ-
ment of several Al agents to independently handle internal and external operations
leads to problems (e.g., coordination). Through investigating this question, we aim
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to discover the common base for more than one Al by studying the human nervous
system. These mechanisms are suitable for self-awareness as they tacitly adapt to
any changes in their environment.

e RQ2: How does one build a new system or refine an existing system architec-
ture that has security ingrained as a component through self-awareness?

The system architecture plays a significant role in the development of the system.
It explains the organization of different layers, the presence of components in each
layer and their interactions with each other. By answering this question, we aim to
learn the changes that need to be carried out in order to include the security com-
ponents, including what those changes are, how to execute them, what methods are
used to execute them, the impacts of the changes on overall operations, and in which
environments those changes are applied.

e RQ3: How does one generalize the proposed architecture so that it can be used
in different application areas of IT (e.g., mobile and I0T)?

System development depends on architecture for the orderly execution and comple-
tion of its intended objectives. It is possible to secure the operations of different
application areas of IT by following different architectures for each application area
during implementation. In the end, they must work together to fulfill the objectives,
otherwise, weak links might be established and possibly exploited. By exploring
this question, we consider the possibilities of retaining the components and func-
tionalities of the proposed architecture during the refinement process for different
application areas.

e RQ4: How does one evaluate the threat mitigation and operational perfor-
mance?

Several architectures were proposed, but most of them were not considered for real-
life usage due to the complexity of the implementation process. Evaluation is nec-
essary to determine the fulfillment of the objectives, and the proposed architecture
must be implemented for the evaluation process. Through answering this question,
we aim to discover what approach should be followed and how that approach can
be justified with scientific means for the evaluation process. Thus, by combining
the answers to RQ3 and RQ4, we develop a prototype as a proof-of-concept for the
analysis of feasibility in practice and for evaluation to prove the threat mitigation and
operational performance.

1.3 Research Methodology

Research methodology is a process of resolving a research problem by systematically
using various approaches. The design science [5] approach is primarily followed in
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our work as it encourages the development of an artifact, which can be a prototype
with limited or full capability, or a defined model, based on the definition of the
problem. The developed artifact will undergo an evaluation process to prove that it
solves the problem to a certain degree. We use the terms experimentation and proof-
of-concept interchangeably to refer to this approach in our work. Our approaches to
the research are as follows:

1. Study of the human nervous system and deriving a system architecture
reflecting HNS functions: The entire scope of the HNS was studied thoroughly.
Its features, such as spawning nerve networks, signal-gathering, decision-making,
its controlling and protecting mechanisms and its relationship with other systems of
the human body were examined exhaustively to answer questions such as a) What is
unique about the HNS? b) Is decision-making centralized? c) Is protection active or
passive in nature? After drawing conclusions to the questions above, a new system
architecture comprised of components similar to the HNS, including its functional-
ities, was created. The new architecture was created such that it will retain HNS
capabilities, even after severe refinement, to make it suitable for different experi-
ments.

2. Experimentation of the proposed HNS architecture in IoT security and
evaluation: The proposed HNS architecture will be analyzed under the IoT con-
text to enhance its overall operations having security as part of the IoT system. The
feasibility analysis was carried out to determine HNS architecture requirements and
performances against the resource availability in IoT devices. This step is necessary,
as [oT devices offer limited computational power and are expected to function for a
prolonged period without human attention. Due to the resource-constrained nature
of IoT devices, the proposed HNS architecture was refined concerning the IoT.

Evaluation of proof-of-concept in terms of threat-mitigation, performance and
resource requirements was carried out. Three threat cases: packet flooding, selec-
tive forwarding and clone attacks, were used to assess the threat mitigation capabil-
ities of our proposed architecture. The performance assessment utilized the factors
of efficiency in spawning and latching nerve points, exchange of high- and low-
speed signal and additional overhead in overall operations. A setup was established
by incorporating sensors, an edge router and a server for the proof-of-concept test-
bed. The edge router was constructed by combining PandaBoard [8] and Zolertia
Z1 mote [9]. PandaBoard is based on Texas Instruments (TT) OMAP architecture.
It is a single-board computer and a low-power development platform that employs
the OMAP4430 system on chip (SoC). The SoC is comprised of a dual-core ARM
Cortex-A9 MPCore 1 GHz CPU, a PowerVR SGX540 304 MHz GPU, a multimedia
hardware accelerator and a 1 GB DDR2 SDRAM. The PandaBoard also comes with
several different interfaces such as Wi-Fi, ethernet, Bluetooth, USB ports, HDMI and
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DVI ports. Zolertia Z1 mote is used as sensor devices for constructing IoT networks.
Z1 mote is equipped with a 16MHz ultra-low-power microcontroller unit (MCU),
92KB of flash memory, 8KB of RAM and an IEEE 802.15.4-compliant 2.4GHz
CC2420 radio transceiver for communication purposes. Z1 mote was selected for
this work to prove the operable capability of our refined HNS-based IoT architecture
under low resource requirements. Contiki OS [10] is used for the implementation of
the proposed HNS-IoT architecture and three threat cases for evaluation. Contiki is
an open-source operating system (OS) for low-cost, low-powered devices that uses
different communication stacks for connectivity purposes. A network simulator tool
for Contiki OS called Cooja [11] and the host machine used as an edge router as well
as a server was used for the simulation environment. Zolertia Z1 mote was emulated
into the Cooja for the construction of IoT networks within the simulation environ-
ment.

3. Experimentation of the proposed HNS architecture in mobile security
and evaluation: The proposed HNS architecture was studied in a mobile device en-
vironment. This study was necessary to understand the challenges and possibilities
of refinement to prove the implementation capability and to evaluate the performance
in terms of threat mitigation, interoperability, usability, resource requirements, and
scalability of our proposed HNS-based architecture. Android [6] OS was chosen as a
mobile platform for this study based on factors such as openly available source code
and ease of deployment in the devices after customization. Android is an open-source
mobile OS developed based on Linux kernel [7] that primarily targets touch-enabled
user interface (UI) devices (e.g., smartphones, TVs, and tablets). Android can use
multiple radio transceivers to handle communication such as cellular radio, Wi-Fi,
and BLE. It also allows users to use applications for numerous purposes like calls,
messages, and access to the internet. Android comes with built-in security mecha-
nisms to prevent exploitation and abuse of its resources.

In the platform-level experiment, Android was personalized by ingraining re-
fined HNS architecture. Thus, Android acquired organs and functionalities similar
to the HNS. An HNS-based IDS was embedded into Android to establish links to the
resources to trace the origin of resource-request calls and exert control over them.
These links were exposed as reconfigurable policies. IDS was also made to work to-
gether with Android security mechanisms such as permission model and process iso-
lation. A control panel is also implemented to provide an interface for configuration,
decisions made and enforced, and recorded activities. For performance evaluation,
the factors, effectiveness of observation and control links, employment of high and
low-speed signals, and additional overhead in overall operations were utilized. The
test-bed environment set was established using a Nexus 9 tablet, and Nexus 5 mobile
phones were used for the proof-of-concept and evaluation.



Introduction

1.4 Research contributions

The primary objective of this work is to enhance the security of computing devices
by ingraining security inspired by the human nervous system (HNS) into their de-
sign. Therefore, contributions should include an adaptation of the human nervous
systems and use a exploration study as a proof-of-concept to determine the usability
and implementation capability of the adaptation. The contributions of this work are
given in the original publications section and a brief overview of the list of contribu-
tions are presented below:

1. Adaptation of human nervous system functions and preparation for ex-
perimentation: The HNS plays a crucial role in the overall functioning of the human
body. It acts as observers of events and carrier of messages by transmitting signals
from different parts of the body to the brain via the spinal cord. The HNS also works
as an enforcer by executing the decisions made by the brain and dorsal horn (spinal
cord). The HNS comprises a huge network of nerves connecting tissues with the
brain and spinal cord. The brain serves as a learning engine, decision maker, storage,
and enforcer, while the spinal cord is a hub for nerve networks and decision-maker
during critical circumstances.

The first contribution of this dissertation is the emulation of HNS operations into
the system and security context by deriving an architecture based on the HNS organs
of the brain, spinal cord, nerve networks, and communication signals. The aim of
deriving an architecture are: i) to identify the placement possibilities of HNS organs
and their functions in the system, ii) to study the advantages and shortcomings of the
architecture including challenges during the utilization of the same in the real-time
application domains. We also carried out the experiments using the proposed HNS-
based architecture to analyze the challenges and possibilities in refinement during
proof-of-concept development. Instead of building a system from an initial stage, we
decided to customize the existing platforms for our work, and selected two popular
platforms from two different fields of IT: a) Internet of Things and b) mobile devices.
Availability of the source code, vast application areas, and popularity are the reason
behind the selection of these two platforms.

2. Enhancement of security in IoT using proposed HNS architecture: The
IoT describes a framework for interconnecting different physical objects over a com-
munication medium for data exchange to implement several applications, for ex-
ample, smart homes, smart cities, and smart transport systems. It is famous for
operating under different conditions and for diverse purposes using various commu-
nication technologies. The IoT consists of resource-constrained devices (RCDs), low
power networks, and actuators. RCDs are capable of using different communication
technologies to exchange control messages to form a network topology and then ob-
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serving and reporting their findings over a certain period. These RCDs communicate
with each other and external networks over a wireless medium, which makes them
vulnerable to multiple threats. The proposed HNS-based modified IoT platform is
specifically tailored for RCDs and edge devices. Spinal cord functions operate from
RCDs whereas brain functions execute in the edge device. With this modified IoT
platform, RCDs and edge devices will acquire the ability to spawn and latch nerve
points as control links over events occurring in the communication stack and pro-
cesses. Through this process, they can:

(a) understand their own operations
(b) observe and learn nearby RCDs behavior

(c) employ high and low-speed signals for communication based on observed
event sensitivity

(d) make and enforce decisions at the RCDs and edge device levels simultaneously

(e) seamlessly cooperate with other security mechanisms

We prove that the proposed architecture guarantees security against relevant attacks
at both the individual and collective level. In addition, the results of the computation
performance evaluation show that HNS functions introduced less overhead in terms
of communication and behavioral pattern establishment. The evaluation also proved
that the architecture requires low memory for its operation compared to the existing
similar work.

3. Enhancement of mobile device operations using the proposed HNS archi-
tecture through platform customization: Mobile devices, especially smartphones,
are extremely popular due to their ease of use. These devices are powered by several
OS platforms, with Android and iOS being among the most popular. These devices
also support communication with other networks using cellular radio, Wi-Fi, Blue-
tooth (BLE) and Near-field communication (NFC). Since these devices use monetary
means in the form of subscription fees to use different services and handle a relatively
large amount of personal information, they attracted threats with the aim of obtaining
financial benefits or gaining personal information. Our proposed HNS-based archi-
tecture was refined to suit the mobile platform. HNS organs were placed within the
architecture and armed to intercept communication between the architectural layers.
This resulted in the customization of mobile platform architecture. We chose An-
droid OS for this work and customized it for our proof-of-concept study. We also
used Nexus 9 and Nexus 5 as evaluation devices. With our HNS architecture, the
customized Android is capable of the following:

(a) spawning and latching nerve points at every request and function call originat-
ing from mobile applications
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(b) employing low- and high-speed signals to communicate between the nerve
points and HNS organs

(c) understand the nature of request and function calls through the usage signals
from the nerve points

(d) enforcing decisions through nerve points

(e) cooperating with the Android’s existing security mechanisms

Through this proof-of-concept study, we proved that the proposed architecture is
implementable. During the evaluation, the above capabilities were fulfilled in the
evaluation devices. Further evaluations were also carried out to measure the com-
putational performance and memory requirements of the devices. The evaluation
results proved that the overhead introductions during computation performance were
meagre and memory requirements were very low compared to the other security
mechanisms, including in-built security.

1.5 Thesis Organization

This dissertation is comprised of two parts. The first gives a detailed overview of the
research in eight chapters, while the second part provides the original publications.
The eight chapters of the first part are structured as follows:

e Chapter 1 presents the motivation and objectives of the research, describes
the research questions and methodology, and presents an overview of research
contributions.

e Chapter 2 introduces security definitions from two different standpoints and
presents the definition of security that has been used in this dissertation. It also
presents an overview of the security mechanisms used in information systems
security and self-awareness.

e Chapter 3 describes the application areas (i.e., IoT and mobile devices) used
in the experiments. The architecture, technologies, and standards for IoT and
mobile devices are discussed in detail, along with their existing security imple-
mentations and proposed security approaches from the research community.

e Chapter 4 introduces natural and biological inspirations for science and tech-
nology, especially swarm intelligence and the human immune system. The
architecture, organization, and functionalities of our inspiration, the human
nervous system, are discussed comprehensively for the easy comprehension of
our approach.

e Chapter 5 discusses the unique influential features of the HNS that can greatly
enhance IT systems operations and security.
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e Chapter 6 describes the contributions of this thesis in detail.
e Chapter 7 presents a summary of the original publications.

e Chapter 8 provides the conclusion and future research directions.
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2 Security and Self-awareness

This chapter provides security definitions, a brief overview of self-awareness and the
available security mechanisms of IT systems.

2.1 Security definitions and objectives

IT systems have grown rapidly, and their usage brings enormous benefits to every
field (e.g., banking, hospital, and education) in terms of manageability, maintain-
ability, comfortableness, and ease of task execution. They also generate, store, and
maintain a wide variety of data. Any improper functioning of an I'T system may result
in system failure or loss of data, which in turn causes serious harm to the entire field
or even loss of lives. Hence, security is a critical factor for the proper functioning of
IT systems.

“Security is a system attribute that reflects the ability of the system to protect itself
from external attacks that may be accidental or deliberate” [12]

“[Security] is protecting information and information systems from unauthorized
access, use, disclosure, disruption, modification, or destruction in order to provide
integrity, confidentiality and availability” [13]

The above two definitions clearly reflect the understanding of security from a
software engineering and governmental standpoint. The former sees security as an
element of the system itself whereas the latter treats security as a tool used to protect
the system, but with a clear understanding of the objectives. Treating security as an
element means that it should be developed alongside the development of the system.
Combined with a clear definition of security objectives, this will prevent the need
for additional tools. Henceforth, for this dissertation, security is defined as below, to
reflect the above statement:

“Security should be an inalienable property of the system that protects the system’s
own functional resources, internal operations, and external communications from
being abused. System security should co-exist and cooperate with external security
means, if necessary”

Security objectives define the implementation of the required protection mecha-
nisms based on the sensitivity of the information being handled by the IT systems.
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Security objectives facilitate the security of the system functions by restricting at-
tacks through the exploitation of vulnerabilities. Some of the commonly used secu-
rity objectives are:

(a) Confidentiality: ensure that information is accessible only to authorized enti-
ties, processes or users.

(b) Integrity: guarantee that information has not been modified, destroyed or lost
through accidental or unauthorized manner.

(c) Authentication: confirm the claim of having certain attributes by the system
entity or resource.

(d) Authorization: approval to execute actions or access a system resource.

(e) Availability: make certain that system resources are available even during crit-
ical times.

(f) Access control: a property that prevents the unauthorized access or use of
system resources.

As mentioned, defining a security objective is directly proportionate to the re-
quired security mechanism(s) and hence, it can be easily assumed that more security
objective results in the achievement of additional security. Unfortunately, the ap-
plication area of IT systems is vast and it plays a decisive role in the definition of
security objectives. The primary reason is, not all IT systems are capable of accom-
modating multiple security mechanisms due to the availability of resources. Some
application areas require data protection for a shorter period as the information will
lose its importance. For example, in the IoT application area, the RCDs have limited
resources and are expected to operate for a longer period unattended. Under these
cases, the definition of security objectives should be made cautiously as it does not
tax heavily on their resources and should guarantee security. For instance, the def-
inition of access control property, for RCDs, in the form of a discretionary access
control or mandatory access control for authorization won’t create a secure environ-
ment for authorized access, rather it will increase operating costs and decrease the
implementation feasibility and system performance. As an alternative, cryptogra-
phy can be used to perform authorization together with confidentiality, integrity and
authentication. Furthermore, security mechanisms should be simplified in order to
use in IT application area, e.g., [0T, to match their resource availability and security
requirements.

2.2 Security mechanisms overview

Security, as a tool or mechanism, exists in several forms, such as cryptography, fire-
wall, anti-virus, intrusion detection system (IDS), and access control. These mecha-
nisms are discussed briefly in the following subsections.
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2.2.1 Cryptography

Cryptography is the oldest IT security mechanism used to conceal information from
being exposed to adversaries. Encryption refers to the process of converting readable
plain text into cipher text, whereas reconstruction of the original state from ciphertext
is called decryption. Various cipher algorithms such as AES [117], ECC [118], RC5
[119] and RSA [223] are available for this purpose.

The cryptography algorithms are broadly classified into two categories based on
their operations: a) block cipher divides plain text into multiple segments of fixed
size (e.g., 128 bits) for ciphertext generation and b) stream cipher divides the plain
text into successive stream elements and performs encryption of n-th input element
using the same keystream element [190]. The cryptographic key is an important
part of the encryption and decryption process. It further divides encryption into
two general categories: symmetric and asymmetric. In symmetric encryption, the
same key is used for both ciphering and deciphering processes, while asymmetric
encryption employs two different keys [190]. The private and public key pairs are
generated for asymmetric encryption. Public keys are published openly and can be
accessed by anyone who wishes to send the encrypted message. The receiver will
use their private key to reconstruct the original message.

2.2.2 Firewall and anti-virus

A firewall is an internetwork gateway mechanism used to create an external barrier
around the network to thwart adversaries and malicious content from reaching the
network. In addition, firewalls should permit authorized traffic from an internal net-
work to an external network and vice versa [190]. Firewalls employ packet contents
and attributes to perform their operations. For instance, a firewall can use packet
header contents such as protocol types, port numbers, source address, destination
address, and packet body contents for deep packet inspection process. A firewall is
available as software (e.g., OPNsense [15], pfSense [14], Netfilter [16], and Cisco
ASA [17]) and as hardware (e.g., Cisco Firepower [18] and Fortinet NGFW [19]).
Generally, an IDS or intrusion prevention system (IPS) is also used, along with a
firewall to deduce the suspicious behaviors from the network traffic.

Anti-virus is software-based security used to protect against known malicious
programs, such as malware and ransomware. Anti-virus software should be installed
in the target device that requires protection. It will automatically scan the objects
(e.g., files) which are being accessed for malicious programs on regular intervals.
Generally, anti-virus software uses signatures to execute its detection functions. Sig-
natures should be updated at regular intervals in order to prevent new attacks and
threats.
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2.2.3 Intrusion detection system

Intrusion detection is the process of sensing and analyzing system and network events
in order to identify possible security breaches in the network and unauthorized access
of system resources. A system that performs this process is called an intrusion de-
tection system [190]. Cryptography and firewalls are used to protect the network and
system from external attacks, whereas IDS is used to prevent internal attacks (i.e.,
from an adversary that has already accessed the network or system or that knows the
prerequisites). Generally, IDS is comprised of three major modules that are respon-
sible for the entire operations of the system [137]. These are:

(a) Information collection: observe the events, generate and collect information
on the observed events

(b) Analysis engine: identify the signs of a breach from the gathered information

(c) Response module: initiate appropriate action against the identified breach

IDS can be grouped into two categories based on the implementation of the em-
ployed detection methodology. Host-based IDS (HIDS) and network-based IDS
(NIDS) are two kinds of IDSs that are based on implementation. HIDS is imple-
mented on a specific host to observe the events within the specific host, whereas
NIDS is implemented on a specific host in order to monitor the network activi-
ties that occur where the host resides [138, 190]. IDSs are also categorized into
anomaly-based and signature-based detection depending on the detection technique
[137, 190]. A signature-based IDS is also known as rule-based or misuse-based.
It requires knowledge of acceptable behavior, either in the form of signatures or
rules, and classifies an event that did not fulfill the provided behavior as an intrusion.
Therefore, the list of acceptable behavior should be updated frequently in order to
detect new attacks. Anomaly-based IDSs are used to detect irregularities through
observation of events. They are the opposite of signature-based and do not require
any prior loading of acceptable behavior.

2.2.4 Access control system

Access control is the process of regulating access requests, either by granting or
denying access, to the system resources (e.g., information and services) [190, 191].
A system that performs the access control process is called an access control system
(ACS). It is broadly grouped into two classifications:

(a) Discretionary access control (DAC): An ACS that enforces a security policy
on the system resources based on the subject identities and allows a subject
to change resource attributes or grant privileges to other subjects. The term
discretionary refers to the activity of the subject, who have resource access
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rights, can pass the granted access rights to other subjects by their own volition
[190, 191].

(b) Mandatory access control: An ACS that uniformly enforces a security policy
on the system resources or objects based on labels that determine sensitivity.
“Mandatory” refers to the state that confines the subjects, which have rights,
from modifying the security attributes of the resource and from enabling other
subjects to access resources [190, 191].

ACSs, particularly DACs, are one of the most commonly used security mecha-
nisms in IT systems. Role-based access control (RBAC) and attribute-based access
control (ABAC) are other types of ACSs. In RBAC, security policies are imposed
based on the roles rather than on the individual subjects [191]. Security policies are
segregated depending on the roles and subjects, and are mapped to respective roles
based on their responsibilities. For instance, security policies of the administrator
role grant administrative rights to their subjects by allowing them to create, modify
and delete objects. Furthermore, it enables administrator users to grant and deny ac-
cess to objects for users in the other roles. ACSs that mediate access based on the
attributes of the subjects and the requested objects are called ABACs. The security
policies of ABAC:s take different attributes (e.g., user, resource, environment, and
access rights) to carry out enforcement [191].

2.3 Self-awareness

In psychology, self-awareness can be presented in the concept of “me” and “I”. The
former is referred to as objective in nature, while the latter is considered subjective
[20, 21, 22]. Objectivity is perceived through the publicly-identifiable features of
self-object or self-image and is viewed as collective experiences which are private to
oneself and cannot be external (i.e., publicly identifiable). Subjectivity, which con-
cerns self-awareness, will fit perfectly with IT security. As such, system operations
are evaluated based on exhibited behaviors that are accomplished through learning
experience.

The concept of “self* was introduced by IBM in 2001 through their manifesto on
autonomic computing (AC) [23, 24]. Initially, four concepts of “self” were presented
under the umbrella of self-management: self-configuration, self-optimization, self-
protection, and self-healing [23]. Later, in 2004, the fifth “self,” self-awareness, was
introduced to AC [25].

The self-awareness of a system can be described as its capability to monitor its
own state and operational environment to optimize and function accordingly [26].
These systems are called self-aware systems (SAWS). A functional overview of
SAWS is given in Figure 2. The crucial aspect of SAWS is their ability to learn
and employ the outcome to fulfill the given objectives. Depending on the field of im-
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Objectives
Network monitoring and
filtering, privacy

Input via observations Output via actions

Self-aware

system ———»

Secure communication,
changes in observation

Own functions,
operational environment

Figure 2. Functional overview of a self-aware system

plementation, SAWS may be downgraded to function with minimum operations in
order to fit with the available requirements, or even upgraded to execution functions,

like observing and learning the behaviors of nearby devices.

to use on-field training for agents during execution by providing live system events,
but caution must be exercised so that the outcome should exhibit the least number of
false positives. The objectives of SAWS will be privacy breach prevention, network

In a security context, SAWS is used to counter specific threat patterns or groups
of attack patterns. SAWS can be employed as agent-based systems and trained to per-
form certain tasks. Agents will be trained prior to the deployment. It is also possible

restriction, and attack prohibition (e.g., DoS and selective forwarding).
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3 loT and Mobile Devices: Architecture
and Basic concepts

Architecture is the very first step that plays a critical role in the design and devel-
opment of any system. It provides a holistic view of the entire system and helps
all involved parties to understand its functions and interdependencies. For instance,
the architecture of a home or an apartment defines its physical shape and parts (e.g.,
walls, floor, pillars, doors, and windows), which are assembled by establishing con-
nections in order to have meaningful and useful space (e.g., living room, kitchen and
bedroom). The very same principle is applied for systems as well.

The system architecture is a process that establishes a structural framework that
describes its form and identifies the major components and the communication be-
tween them [12, 186]. National Institute of Standards and Technology (NIST) refers
to architecture as a set of system representations related to physical and logical views
that describe elements, interconnections, and relationships at different abstraction
levels with different scopes [188]. Institute of Electrical and Electronics Engineers
(IEEE) 42010 describes architecture as the “fundamental concepts or properties of a
system in its environment embodied in its elements, relationships, and in the princi-
ples of its design and evolution” [187], while Internet Engineering Task Force (IETF)
defines architecture as “the structure of system components, their relationships, and
the principles and guidelines governing their design and evolution over time” in RFC
4949 [190].

These four explanations agree on the same point, which is, system architecture
provides a base for the design and development of a system. The system architecture
and its related properties of IoT and mobile platforms, which are necessary for the
dissertation, are discussed in a detailed manner in the following subsections.

3.1 Internet of Things

The main purpose of the 10T is to connect every “thing” through an IP-enabled net-
work. The “things” are devices, which are capable of identifying themselves with
a unique ID, sense/gather, and exchange of sensed data and control data over the
wireless medium. The sensing capability of a device depends on the deployed ap-
plication. For instance, a heat sensor used to monitor the temperature in a specific
area or room. The wireless technology, used to exchange information, also varies, as
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several technologies are available (e.g., Bluetooth Low Energy (BLE) [74], Zigbee
[75], ZWave [76] and LoRa [77]). The IoT devices are comprised of sensors, actu-
ators and interpreters. These devices are limited in computation, storage and energy
capabilities. Hence, they are called resource-constrained devices (RCDs) or nodes.
The interpreters act as a bridge between the RCDs and external networks. These
interpreters are labeled as border routers.

Due to the nature of requirements, loT operating system (OS) is completely dif-
ferent from desktop and server OS such as OpenBSD [78], openSUSE [79] and Win-
dows [80]. RCDs operate under real-time environments, consume very low power,
execute specific tasks, and are expected to produce reliable information. Therefore,
the requirements of the IoT OS are reliability, real-time execution, low resource con-
sumption and task specific in nature. There are several OSs specifically available for
the IoT applications implementation. Contiki [10, 81], TinyOS [82] and RIOT [83]
are among the most popular. Contiki is an open-source, lightweight, event-driven and
multitasking operating system developed for low power and resource-constrained
embedded systems. It contains several components such as threads, timers, pro-
cesses, and a radio duty cycle driver. Contiki supports both versions of IP and has a
IPv6 over low-power wireless personal area network (6LoWPAN) layer in the pro-
tocol stack to support the 6LoWPAN network. It also uses RPL [84] as the routing
protocol for 6LoWPAN networks and a Cooja simulator [11] for the simulation pur-
pose. We have used Contiki OS for our research to carry out the experiments using
our proposed architecture.

3.1.1 loT Architecture

Though IoT has vast application areas, it does not have a standard architecture. Sev-
eral works have proposed layered architectures by addressing the specific application
implementations [180, 181, 182, 183, 184, 185, 189]. In [184], the authors proposed
a five-layered architecture for IoT and gateway: perception, network access, network
transmission, application support, and application presentation. The perception layer
will physically connect the IoT devices with the environment and performs informa-
tion perception and data collection. The network access layer allows sensor devices
to form networks (e.g., 6LoWPAN and ZigBee) in order to transmit and exchange
their sensed information with each other and with edge routers. The network trans-
mission layer provides connectivity to the external network for sensor networks. The
application support layer represents the middleware technology, cloud computation,
and database for storage, and performs information processing as per the application
requirements. Finally, the application presentation layer provides tools for develop-
ing and hosting the applications to deliver accessibility means for the users.

A generic IoT architecture for smart cities is proposed in [180]. Different IoT
applications managed through central command that forms the core part of the pro-
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posed architecture. This central command is referred to as an integrated information
center. In [182], the authors proposed an IoT architecture specifically meant for vi-
sually impaired users. It also comprises five layers. The two lower layers comprise
the sensor node and gateway, and the two upper layers have background services,
storage, and host applications. The middle layer handles the communication be-
tween those layers through Wi-Fi and mobile data networks. IEEE has published
a standard for an architecture framework for IoT in IEEE 2143-2019 based on the
concerns shared across multiple IoT domains (e.g., smart grid, smart building, smart
manufacturing, and intelligent transport systems) [189].

Application
Smart Smart

Database APIs | ... Home Grid
Network

6LoWPAN Zigbee | ... Internet

Sensor
Heat Light Actuators
Sensor Sensor

Figure 3. Three Layered loT architecture

The three common things that exist in the IoT architectures proposed in the lit-
erature are sensors, networks, and applications. With this, we can conclude that [oT
architecture should at least contain those three capabilities as layers, as is graphically
illustrated in Figure 3. The left part of architecture describe the components to build
applications and the opposite part show the end result. In the application layer, right
part show the IoT applications whereas the database and APIs are the building blocks
for application are given in the left part. Similarly for the network layer, networks
that enable IoT devices to recognize and establish communication with each other for
information exchange are given left part while the network which transfer the RCDs
data to server is presented in right part. In the sensor layer, sensors engage in gath-
ering contextual data and execute actions based on the sensed information through
actuators. The network layer enables communication between the sensors and other
IoT devices (e.g., edge routers) by employing communication technologies. It is re-
sponsible for recognizing nodes, formation of networks, processing, transmission,
and reception of contextual and control packets between IoT devices and external
networks. The application layer contains tools for the implementation and delivery
of applications. It also provides means for users to access the services from their
devices.
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3.1.2 Wireless Technologies, Standards, and Protocols

Since RCDs rely entirely on the wireless medium for information exchange, the em-
ployed wireless technology determines interoperability and feasibility in commu-
nication among RCDs irrespective of the vendor and hardware. There are several
wireless technologies (e.g., Wi-Fi and Bluetooth) available, but most are unsuitable
due to their requirements, which cannot be fulfilled by IoT devices. For instance,
for surface pressure fluctuation detection, RCDs are expected to operate with battery
power for one to three years. In such cases, the use of low power communication
and efficient radio transceiver management is necessary. IEEE 802.15.4 [85] and
Bluetooth Low Energy (BLE) [74] are targeted for such purposes. BLE specification
provides operational guidelines for Bluetooth implementations [86]. IEEE 802.15.4
is a widely accepted wireless technology popularly employed in IoT applications.
This dissertation also used IEEE 802.15.4 communication technology in one of the
experiments.

3.1.3 |EEE 802.15.4

IEEE 802.15.4 is a communication standard that was defined by IEEE in order to
standardize small wireless networks. Small wireless networks that have little or no
infrastructure, cover an area of about 10-100 meters, and have a relatively low data
rate are called wireless personal area networks (WPANs). The IEEE 802.15.4 stan-
dard defines the following:

(a) operational guidelines for L1 (i.e., physical layer (PHY))
(b) operational guidelines for L2, which is the media access control layer (MAC)

(c) low power, low data rate, low complexity, low-cost implementation for WPAN

IEEE has been updating 802.15.4 successively over the past 15 years by ad-
dressing new application areas and their functional requirements. For instance, in
comparing the 2011 version [87] against the 2020 version [85] of 802.15.4, the latest
version addresses the requirements for new application areas, such as rail commu-
nication and control (RCC), smart utility network (SUN), and low-energy critical
infrastructure monitoring (LECIM).

The main objective of 802.15.4 is to establish a low-rate WPAN (LR-WPAN)
with a simple protocol, reliable data transfer, low power consumption, and easy im-
plementation. This standard supports a data rate with a minimum of 20 kbps to a
maximum of 250 kbps and can be modified as per the application requirements. Zig-
bee [75] and WirelessHART are examples of protocol stacks that are defined on the
basis of the IEEE 802.15.4 standard [88, 89]. RCDs are categorized into two types
under the IEEE 802.15.4 standard:

(a) Full-function devices (FFDs): PAN coordinator or a coordinator in LR-WPAN.
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Figure 4. |IEEE 802.15.4 PHY and MAC layers

(b) Reduced-function devices (RFDs): Act as supporting devices to FFDs and
members of the LR-WPAN.

The PAN consists of several FFDs and RFDs. In order to ensure the proper
functioning of the LR-WPAN network, it should have at least one FFD as a PAN
coordinator. The IEEE 802.15.4 standard defines layered architecture and processing
of data packets between those layers. It outlines the procedures for PHY and MAC
layers, as illustrated in Figure 4. PHYs are recommended to operate in different
frequency bands along with multiple spread spectrums in order to attain different
data rates in the same or different frequency bands. Furthermore, different frequency
ranges and data rates of IEEE 802.15.4 are given for different regions, as tabled in
Table 2.

Table 2. Frequency range, data rate and regions for IEEE 802.15.4

Frequency Range | Data Rate (Kbps) | Region
868 MHz 20 Europe
902-928 MHz 40 UsS
2400-2483.5 MHz | 250 Worldwide

The PHY has a radio transceiver for communication and information exchange
with other IEEE 802.15.4 radio networks. It also provides two services: a) data
service, which handles the transmission of the protocol data unit (PDU) over a ra-
dio channel, and b) management service that provides services to the MAC layer
as commands in the form of constants and attributes to comply with the PHY op-
erations. For example, aTurnaroundTime defines the turnaround time for Rx-to-Tx
or vice versa, and aMaxPHYPacketSize specifies the maximum permitted octets for
the PHY service data unit (PSDU) [85]. PHY features are energy detection (ED),
channel selection, link quality indication (LQI), clear channel assessment (CCA),
and activation and deactivation of radio transceivers and packet exchanges [85].

The MAC layer acts as a bridge by providing access between the higher layers
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and the PHY. The MAC features are beacon management, frame validation, channel
access, acknowledged frame delivery, and guaranteed time slot (GTS) management.
Additionally, the MAC layer offers provisions for the implementation of the secu-
rity mechanism. In beacon mode, the MAC uses super frame control and reserves a
time slot for transmission. Under beaconless mode, the MAC uses the CSMA chan-
nel access without any channel reservation. The MAC layer uses different frames,
such as acknowledgment, beacon, data, and command for the execution of its own
operations. Similar to the PHY, the MAC layer also provides two services: data
services and management services. The MAC handles the transportation of MAC
PDU (MPDU) via the PHY’s data service. Management services are used to give
management commands to higher layers [85].

3.1.4 6LoWPAN & RPL

LoWPAN:Ss are usually powered by IEEE 802.15.4 radio transceivers that were specif-
ically meant for low power and low data rate devices. Hence, routing IPv6 over IEEE
802.15.4 networks possess challenges as both IPv6 [103] and IEEE 802.15.4 have
specific operational guidelines that are different in nature. The differences between
IPv6 and IEEE 802.15.4 are given in Table 3.

Table 3. IEEE 802.15.4 vs IPv6

Criteria IEEE 802.15.4 IPv6

Packet size | 127 octets (maximum) 1280 octets (minimum, it can
vary based on the applications)

Addressing | Short 16-bit or 64-bit extended | 128-bit

MAC
Resources | Limited processing power, en- | No limitation on processing
ergy, and memory power, energy, and memory
Bandwidth | Maximum 250 Kbps (wireless | Depending on the medium (E.g.,
medium only) 100Mbps on Ethernet)

The routing of IPv6 packets over low-power wireless personal area networks is
called 6LoWPAN, which represents a set of standards defined by the IETF to address
and solve the challenges in handling IPv6 packets in LoOWPAN. For instance, con-
sider the first case of packet size from the Table 3. In order to route IPv6 packets
in 6LoWPAN, several changes such as elimination of common fields, compression
and reorganization of protocol stack should be carried out. IETF 6LoWPAN aims
to achieve this by introducing RFC 4944 “Transmission of IPv6 Packets over IEEE
802.15.4 Networks” [90]. RFC 4944 defines the customization of IPv6-related pro-
tocols and introduced a new layer in the protocol stack called the LoOWPAN layer,
which enables RCDs to use IPv6 efficiently and effectively over IEEE 802.15.4 net-
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works. It also allows RCDs to be assigned with unique IP addresses and to communi-
cate with other IP-based networks. Implementation of 6LoWPAN-based applications
exists in several fields, for example, home automation [91], industrial automation
[92], smart metering, asset monitoring, traffic management, smart office, and per-
sonal monitoring [89, 93, 94].

The IETF updated certain sections in the RFC 4944 in order to improve effi-
ciency in handling IPv6 over IEEE 802.15.4. For instance, RFC 6282 [95] proposed
to improve the compression format of IPv6 datagrams, and RFC 6775 [96] was in-
troduced to optimize the neighbor discovery in 6LoWPANs. These standards were
also updated by RFC 8931 [97] and RFC 9010 [98] respectively.

Protocol Stack

6LoWPAN protocol stack is a modified version of the IPv6 protocol stack and sup-
ports only IPv6 packets. It has a new layer, called the adaption layer or LoOWPAN
layer, to process the IPv6 packets as per IEEE 802.15.4. The comparison of the
TCP/IP and 6LowPAN protocol stack is shown in Figure 5.

Application protocols Application Application protocols
TCP, UDP Transport TCP, UDP
fPve Internet protocol
ernet protoco
6LoWPAN Internet
Ethernet MAC
IEEE 802.15.4 MAC Network e
IEEE 802.15.4 PHY interface Ethernet PHY
6LoWPAN protocol stack TCP/IP protocol stack

Figure 5. 6LoWPAN and the TCP/IP protocol stack

ICMP protocol is used to exchange control messages for neighbor discovery
(ND), route identification, and maintenance. Contextual data is transmitted using
either UDP or TCP protocol depending on the requirements and implementation of
the application. The LoOWPAN layer is used by the router or edge devices, which
act as a bridge between external IP networks and the LoWPAN. These router de-
vices are the point of contact for LoOWPAN networks, where packets from RCDs are
reconstructed into full IPv6 packets to send outside and vice versa. Hence, RCDs
within the 6LoWPAN may not be able to use the adaptation layer. The PHY layer
handles the information exchange as per the IEEE 802.15.4 guidelines. This includes
employing a maximum payload of 127 octets, 250 kbps data rate and an operational
frequency of 2400 MHz. The Link layer handles unicast transmission, addressing,
and framing. It also handles the exchange of packets to other nodes within its radio
coverage. The adaptation layer plays a crucial role in the protocol stack by perform-
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ing layer two routing, compression, packet fragmentation, and reassembling [88]
[99] [100].

Packet Routing

Usually, the packets in LoOWPAN networks have to pass through several hops to reach
their destination. The process of transferring packets from one device to another de-
vice is called forwarding and routing. The routing protocol involves special control
messages, which are used to learn about the neighbors and the routes offered by
them. This learned information is maintained in a table called the routing table or in
a forwarding information base (FIB). The routing table is consulted to determine the
appropriate route for the packet and forward it to the next node based on the destina-
tion. The processes of routing and forwarding are supported either at layer two (L.2)
or layer three (LL3) due to the placement of the adaptation layer in the protocol stack.
The L2 forward is known as “mesh-under” routing whereas L3 forwarding is called
“route-over” routing.

Application Application 4 Application
Transport } Transport } Transport
Network } Network i Network
6LoWPAN | 6LoWPAN | 6LoWPAN
Link 11 ,,,,,,,, Link . ! Link
PHY 2 PHY 1| i PHY

Figure 6. Link layer mesh routing

Mesh-under routing uses a 16-bit short address or 64-bit EUI-64 address to route
the packet. The routing process can be executed without or with the involvement of
the adaptation layer, as shown in Figure 6 and Figure 7 respectively. The former is re-
ferred to as link layer mesh routing and the latter is known as adaptation layer mesh
routing. Link layer mesh routing is used in an ISA100 standard [101], in which a
protocol responsible for handling the routing operation is provided with an extension
to the link layer. In adaptation layer mesh routing, the link layer header contains the
source and destination addresses to route the packet towards the destination node’s
link layer. In this process, the actual destination and source address will be replaced
at every hop as the receiving node replaces the source address with its own address
and the destination address as the next-hop address. 6LoWPAN introduced a new
feature called the mesh header to store the actual source and destination addresses
along with the hop count to counter the overwriting of addresses at every hop.

Unlike L2 forwarding, L3 forwarding does not require any additional informa-
tion, such as a mesh header, for the routing process, and it is a normal routing process.
The LoWPAN layer has to perform operations such as decompression, fragmentation
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Figure 7. Adaptation layer mesh routing

and reassembly at every hop before sending a packet to the network layer.

Addressing

Two kinds of addressing possibilities exist in 6LoWPAN, these are the MAC address
and the network address. The MAC address, also termed the L2 address, is given by
the manufacturers as an interface identifiers (IID). The MAC address is created based
on the 64-bit IEEE extended unique identifier (EUI). The network address or IPv6
address is a L3 address, which can be assigned or the later part of the 128-bit can be
generated from L2 address. In the L3 address, addressing can be carried out based on
two scopes (i.e., node visibility): a) local scope used to identify nodes locally within
the network and b) global scope used for the unique identification of nodes in both
local and external networks.

Under mesh-under forwarding, a local scope address is sufficient for packet rout-
ing within the LOWPAN, but a routable address is mandatory for forwarding packets
to external networks. In route-over forwarding, a local scope address is used to route
the packets to the RCDs within the radio coverage. A routable address is compul-
sory for the packets to be routed in both the internal LoOWPAN as well as external
networks.

Compression

Compression is one of the primary reasons for the introduction of the adaptation layer
in the 6LoWPAN protocol stack. Without compression, very few octets will be avail-
able for usage of contextual data. The header size of IPv6, UDP and ICMPV6 is 40
octets, eight octets and four octets respectively [102, 103, 104]. The requirement for
the TCP header is 20 octets [105]. IEEE 802.15.4 has the maximum permitted size
for an outgoing packet at the physical layer at 127 octets. The PHY and L2 headers
occupy 25 and 21 octets respectively. Security implementation also consumes addi-
tional octets (e.g., the 64-bit AES-CCM implementation consumes 12 octets). This
leaves very few free octets available for contextual data transmission. These free
octets are sufficient, but they will lead to complexities in transmission and reception,
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such as fragmentation, defragmentation, and error control, which in turn tax the re-
sources heavily. Hence, the compression of headers is compulsory in order to reduce
computations, to enhance performance and improve the operational period.

Stateless and context-based compression are two types of compression that can
be performed at the adaptation layer. Context-based compression is a stateful com-
pression, which means that it requires a mutually agreed state or reference between
the involved nodes prior to the commencement of compression. Stateless compres-
sion is the opposite of context-based compression, as it does not mandate any state
or synchronization between RCDs. Two kinds of compression mechanisms exist to
reduce the overhead of IPv6 and UDP headers separately.

RPL

The routing over low-power and lossy network (ROLL) workgroup was created by
the IETF to evaluate the existing protocols under the low-power and lossy network
(LLN) context and to identify requirements for WSN applications [107]. ROLL
defined a new protocol to fulfill the identified requirements, such as mobility, scal-
ability, reliability, constraint-based routing, and security [91, 92, 93, 94]. This new
protocol is named the IPv6 routing protocol for LLN (RPL) [84].

With RPL, nodes will begin to identify their neighbors and establish routes to-
wards the root, which results in the formation of topology similar to a tree-like struc-
ture. The primary feature of RPL is the separation of routing optimization from
packet processing and forwarding. A new function called objective functions (OFs)
is introduced to handle the routing optimizations. Several metrics and constraints
are defined for OFs [108, 109]. This separation allows the applications to define and
carry out routing optimizations according to their requirements.

Upon RPL instantiation, nodes will establish a hierarchical natured tree-like
topology, which is called a Directed Acyclic Graph (DAG). The DAG is classified
into destination oriented DAGs (DODAGs), and each DODAG can act either as an
edge router, a convergence point that connects to external networks, or a data collec-
tion point. Each node in the RPL network can perform either sensing or routing, or
even both of them together [84]. RPL supports three kinds of traffic flow:

(a) Point-to-point (P2P): P2P communication is used when two nodes located far
away from each other or within the radio coverage range of each other need to
exchange data [84]. Industrial automation [92], building automation [93], and
the health IoT are example application scenarios for P2P communication.

(b) Point-to-multipoint (P2MP): The P2MP mode of communication is used
when a node is required to collect information from multiple nodes located
within the radio coverage. For example, establishing FIB through gathering
routing advertisements employs P2MP [84]. It is one of the prime require-
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ments for every IoT application, such as health IoT, smart building, home au-
tomation [91], and industrial automation [92].

(c) Multipoint-to-point (MP2P): MP2P is another prime requirement for IoT ap-
plications. It is used when nodes, which are located either close or far away
from the position of the root, disseminate the observed information towards
the root in order to reach servers in the external networks [84].

RPL use control messages for neighbor recognition, route identification, and mainte-
nance. It abides by the rules laid out in the RFC 4443 [104] for the control messages
structure. The RPL control message is comprised of a typical ICMPv6 header and
a body for both normal and secure messages. The generic packet structure of RPL
message is illustrated in Figure 8.

Figure 8. Generic RPL message format

The first 8-bit Type value differentiates the RPL messages from the rest of the
ICMPv6 message, and always carries the value 155 [84]. RPL uses four control
messages: Destination Advertisement Object (DAO), DAO Acknowledgement (DAO
ACK), DODAG Information Object (DIO) and DODAG Information Solicitation
(DIS). The second 8-bit code field is used to identify different RPL messages. The
list of code values is given in Table 4. Each RPL message has its payload format and
it will be sent in the base field. The options field may contain additional information
related to the RPL payload. The list of options field values is shown in Table 5.

DODAG Information Solicitation: DIS is a multicast message disseminated to
all the nodes within the radio coverage area. It is used to elicit information about the
DODAG root from the neighboring nodes. The DIS base object is shown in Figure
9 and may contain Padl, PadN, and Solicited information in the options field of the
DIS base object [84].

012345678901234567890123

Figure 9. RPL DIS payload format
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Table 4. RPL messages and corresponding code values

Code | RPL messages

0x00 | DIS
0x01 | DIO
0x02 | DAO

0x03 | DAO ACK

0x80 | Secure DIS

0x81 | Secure DIO

0x82 | Secure DAO

0x83 | Secure DAO ACK
0x84 | Consistency check

Table 5. RPL options field values

options field values | Description

0x00 Padl

0x01 PadN

0x02 DAG Metric Container
0x03 RIO

0x04 DODAG Configuration
0x05 RPL Target

0x06 Transit Information
0x07 Solicited Information
0x08 PIO

0x09 RPL Target Descriptor

DODAG Information Object: The DIO messages will be disseminated by the
DODAG root to the neighboring nodes. The receiving nodes use the instructions
provided in the DIO to configure themselves within the DODAG, including parent
selection. The DIO payload is given in Figure 10. It may have a DAG metric con-
tainer, P10, RIO, DODAG configuration, Padl and PadN in the options field of the
DIO payload. The 128-bit DODAGID field contains the IPv6 address of the root
node. The Mode of Operation (MOP) field determines the role of the node, as either
router or leaf, in the RPL network.

Destination Advertisement Object: DAO is a unicast message that is used to
propagate destination information that is disseminated by the nodes in an upward
direction toward the root. The payload format of DAO is given in Figure 11. The
128-bit DODAGID field is an optional part of the payload. DIO’s MOP configuration
determines the receiver of the DAO. An accepted parent will receive the DAO in stor-
ing MOP, whereas, under non-storing MOP, it will be sent to the DODAG root. The
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012345678901234567890123456789°01

| RPLInstancelID |Version Number | Rank

|G|0| MOP | Pkt | DTSN | Flags | Reserved

I I
DODAGID

| I

| Option (s)

Figure 11. RPL DAO payload format

receiving nodes may send acknowledgment if requested or an error is encountered.
DAO can use the following options in the options field: RPL Target, RPL Target De-
scription, Transit Information, Padl and PadN [84].

DAO Acknowledgement: DAO ACK is also a unicast message, which will
be sent by the receiver, either parent or DODAG root, in response to the unicast
DAO. The DAO ACK base object is described in Figure 12. Similar to DAO, the
,DODAGID field is an optional part of the DAO ACK payload.

RPL messages are disseminated in both directions (i.e., top-down and bottom-up)
to learn and establish upward and downward routes. Upward route formation will be
initiated by the DODAG root by propagating DIO messages downwards in the RPL
network. The receiving node will configure and position itself in the network using
the received information, and propagate the same in a downward direction until it
reaches the last node. RPL employs a polite gossip policy in the DIO message dis-

01234567890123456789012345678901

| RPLInstanceID |D] Reserved | DAOSequence | Status

Figure 12. RPL DAO ACK payload format
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semination. Under this policy, the frequency and the duration between successive
propagation of DIO messages will be reduced as long as the received information
and stored information are the same in the receiving node.

In downward route formation, DAO messages will be disseminated by the child
nodes in an upward direction toward the accepted parent in the RPL network until
it reaches the DODAG root. The requirement of the downward route and the oper-
ational mode of RPL depends on the MOP field in the DIO message disseminated
by the DODAG root. Under a storing mode scenario, every node (i.e., non-leaf and
non-root nodes) should maintain FIB for storing routes learned through DAOs. This
creates direct point-to-point communication without any assistance from the root. In
non-storing mode, roots store and maintain FIB. A node sends the DAO, and the
same information will be propagated by the receiving nodes by appending their des-
tination in the payload. When the DAO finally reaches the root, it will segregate and
compute the route from the message. This results in the involvement of the root for
routing packets within the RPL, but reduces computation and storage requirement
for nodes.

RPL messages are also used to detect and repair the network from inconsisten-
cies (e.g., loop). Local and global repairs are two kinds of repair measures employed
by RPL to solve inconsistencies in the formed network. Local repair is a process by
which RPL tries to solve the loop by increasing the frequency of control messages
within the RPL network. The global repair will be initiated by the DODAG root by
changing the version number of the DODAG. This will reset the entire network, and
the nodes will acquire different ranks and positions in the resulting network.

3.1.5 Network Security

Security implications are one of the critical hurdles in the implementation of the IoT
but security became an after-thought similar to other IT application areas [111, 112,
113]. Since the communication takes place over a wireless medium, it is relatively
easy to eavesdrop, capture, and track the conversation between the involved RCDs.
With the help of captured messages, disruptions can be introduced into the network,
which in turn create a devastating impact on the entire function of the IoT. Depending
on the nature of loT implementation, these disruptions can lead to loss of sensitive
data or even loss of life. The implementation of security mechanisms in the IoT is
challenging due to limited computational capability, limited storage capacity, and the
very low availability of power and data transfer. Additionally, any update on security
should be reflected in all RCDs and it is a tedious process to perform manually.

The underlying principle of the IoT network is to forward the received packets
until they reach their destination. This very same principle also lays the foundation
for most of the attacks, as it is prone to exploitation by attackers. Threats are in-
troduced into the IoT through confiscation and tampering of legitimate nodes or the
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introduction of a malicious node into the network. Several attacks can be carried
out in the IoT, and some that are targeted for the experiment of this dissertation are
explained below:

(a) Sinkhole: A malicious node will be introduced into the existing network to
attract traffic towards the malicious node through the dissemination of lucrative
routing information such as the shortest path [114]. Once the malicious node
begins to receive traffic, it will silently discard the packets. It can also engage
in other operations such as packet analysis and retrieval of contextual data.

(b) Selective forwarding: A modified version of a sinkhole attack. As the name
implies, the introduced malicious RCD will silently drop the packets of spe-
cific RCD rather than entire packets originated from all RCDs [114]. When
compared to sinkhole attacks, selective forwarding is hard to detect, especially
in mobility.

(c) Sybil: A malicious RCD will present itself as a legitimate node through imper-
sonation [114]. In a Sybil attack, this impersonator will be placed in different
regions within the network, away from the position of the original node.

(d) Packet flooding: It is a form of denial of service (DoS) attack, which aims to
keep the RCDs occupied with unnecessary activities. This ultimately results in
a draining of resources and prevention from the execution of legitimate func-
tions. For instance, the HELLO flood attack [114, 115], in which malicious
nodes flood the network with HELLO request messages to force the legitimate
nodes to select the malicious one as a parent or to break security.

Attacks are broadly classified under two categories: external attacks and internal
attacks. External attacks are attacks that originated from the outside to enter the net-
work without having any prior knowledge of it (e.g., employed security mechanism
and frequency of message exchanges). Attacks, such as packet flooding fall under
this category. Internal attacks are carried out with proper knowledge of the network
(e.g., keys used in encryption). A legitimate node will be confiscated, reprogrammed,
and reintroduced into the network to disrupt operations. Sometimes, people involved
in the implementation can also launch internal attacks due to the conflict of interests.
Selective forwarding and Sybil attacks are examples of internal attacks.

The method of attack implementation determines the severity of the attack, and
the complexity of its detection and mitigation. A single attack against the IoT net-
work may be detected easily through network observation, but when two or more
attacks are mounted simultaneously, detection becomes harder [114]. In addition,
detection and removal of a single attack will also overcome other attacks in multi-
ple attack scenarios [116]. The IEEE 802.15.4 standard did not specify any security
mechanism for the protection of LoOWPAN, but it recommends the usage of encryp-
tion at the L2 level and also provides dedicated message formats for handling mes-
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sages securely. Several implementations of encryption standards, like advanced en-
cryption standard (AES) [117], elliptical curve cryptography (ECC) [118], and RC5
[119], are publicly available as libraries, such as Crypto++ [120], java cryptography
architecture (JCA) [121], and Pycrypto [122]. Similarly, numerous intrusion detec-
tion systems (IDS) have been implemented for IP networks [123, 124, 125, 126].
Unfortunately, they cannot be used directly due to the computation and memory re-
quirements. Hence, they should be optimized for IoT implementation.

Contiki OS offers security at the L2 and application layer through the imple-
mentation of IEEE 802.15.4, TSCH, and DTLS, respectively [127]. DTLS is imple-
mented through the customization of TinyDTLS [128] specifically for Contiki OS.
A network security mechanism was proposed for Contiki in [129] by offering three
modes of security: ContikiSec-AE (authentication with encryption), ContikiSec-Enc
(confidential), and ContikiSec (authentication). It requires a 128-bit network-wide
master key, which any compromised node can reveal. This in turn exposes the entire
network. In [130], 6LoWPAN security was proposed for Contiki with two modes of
operation: adaptable pairwise key establishment scheme (APKES) and easy broad-
cast encryption and authentication protocol (EBEAP). AKPES allows plugging of a
cryptographic mechanism into the implementation and supports three different key
establishment schemes: Blom’s scheme [131], pairwise keys [132, 133] and LEAP+
[134]. The effectiveness of this implementation is determined by the cryptographic
mechanism used in APKES. SPINS [135], a set of security protocols for sensor net-
works, was proposed and implemented in TinyOS to provide security through en-
cryption. It has two building blocks: secure network encryption protocol (SNEP) and
uTESLA. The latter guarantees the authenticated broadcast, and the former ensures
authentication, confidentiality, and data freshness. It guarantees the preservation of
keys in compromised nodes but does not handle attacks such as DoS. The employ-
ment of encryption alone may not detect security breaches as long as exchanged
packets abide its procedures. Furthermore, software implementation of the encryp-
tion mechanism affects the throughput of the contextual and encryption data [136].

Cryptographic mechanisms prevent external attacks, but they may be completely
ineffective against internal attacks due to the adversary’s knowledge of the prereq-
uisites. In such scenarios, an intrusion detection system (IDS) plays a crucial role.
IDSs are classified based on their implementation and detection techniques. HIDSs
and NIDSs are two kinds of IDSs based on implementation. Misuse-based and
anomaly-based are two categories of IDSs that depend on the employment of detec-
tion techniques. IDSs are generally designed for normal IP networks and IT devices
and cannot be implemented in the IoT due to limited resource availability. For in-
stance, if NIDS were implemented on a dedicated RCD to observe specific clusters
in the IoT network, this would result in the rapid draining of resources (e.g., bat-
tery) due to the continuous listening, capturing, and processing of network activities.
Therefore, they should be optimized according to the requirements of the IoT.
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Trust-based routing or trust-aware routing is other mechanism proposed to de-
tect malicious-natured nodes in the WSN. In trust-aware routing, RCDs engage in
quantifying the trust factor of their neighbors based on the exhibited behaviors and
perform voting to assess the trustworthiness of an RCD. Any node that received a
low rating will be avoided for routing packets. This approach uses a broadcast type
of communication for voting and requesting neighbors’ information, and covers a
minimum of 2-hop neighbors.

A detection model to prevent insider attacks is presented in [139]. The model
consists of four phases: collecting information, filtering collected information, de-
ducing outliers, and voting. In the first phase, every node should monitor its neighbor
node and gather data. The collected data will be filtered to remove false information
if introduced by the adversary. Mahalanobis distance is used to detect the existence
of the outlier, and finally, the list of outliers will be confirmed through a major-
ity vote by neighbor nodes. The detection model is evaluated statistically without
any proper network emulation. There is no information related to the resource re-
quirements, though it relies heavily on computation and broadcasting messages. The
author claims that the model yielded very low false positives without any discussion
on gateway involvement and implementation feasibility.

A hybrid IDS called SVELTE is proposed in [140]. In SVELTE, tasks are clas-
sified based on the resource requirements. The least resource-intensive tasks are im-
plemented in the nodes, whereas computation and power-intensive tasks are imple-
mented in border-router. Nodes will perform monitoring and send network-related
information to the router. The border router will direct the activities of the network
based on the received information. In [141], a generic algorithm-based IDS is pre-
sented. In the IDS presented, cooperation among the nodes is essential for the proper
functioning of the IDS. Every node is loaded with an alert module that is used to
raise an alert whenever an unintended activity is noticed. Furthermore, nodes also
contain a set of one-way hash keys from the preassigned key that is loaded in exter-
nal storage. Nodes engage in voting by publishing their key to determine the trust
factor of their neighbor nodes. This process involves broadcasting messages up to
two hops.

A real-time intrusion system is implemented in [142]. In this IDS, nodes will
monitor and gather the activities of their neighbors, and send them to the border
router. The border router will analyze the received information to determine the
threat’s existence. A similar system that uses border-router to detect attacks is given
in [116]. A new type of ICMPv6 message called the heartbeat message is introduced
in this work. The heartbeat message will be disseminated periodically from routers
to nodes to verify the node’s existence and to thwart attacks like selective forward-
ing. In addition, a provision to isolate malicious nodes is provided in the form of
blacklist or whitelist content. A network-based IDS is presented in [144]. Selected
nodes will be programmed with NIDS, and positioned within the network to cover
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the entire network. These selected nodes will function as watchdogs to observe the
conversation among the nodes. They are also loaded with rules that help to detect
unintended activities. Different rule sets can be loaded in different watchdog nodes,
and these rules can be updated over the air. Another NIDS-based approach is pro-
posed in [143]. In the proposed approach, the network is divided into clusters, and
each cluster is assigned with a cluster head. Cluster members communicate with
their respective heads and exchange information about their neighbors. The cluster
head, which contains the implementation of NIDS, is responsible for the detection of
malicious activities from the received information.

3.2 Android Mobile Platform

The embedded OS targets specific tasks such as making and receiving calls, ex-
changing messages, and powering mobile devices. Over the past decade and a half,
it evolved greatly in terms of computational performance, functionality, user expe-
rience, storage, and accessibility, transforming into smartphones powered by multi-
tasking OSs. Smartphones have become widely popular, and are the most preferred
device for connecting people across boundaries due to their usability and comfort-
ability factors. These mobile devices encourage users to use several services in the
form of applications, to generate, store, and exchange information, including sensi-
tive details such as financial transactions, personal information, and private events,
over different network technologies. There are several OSs that are specifically en-
gineered for smartphones. Android [6], i10S [145], Sailfish [146], KaiOS [147], Fire
[148], and LineageOS [149] are among them. The most popular mobile OSs are An-
droid and iOS. The former has been developed and maintained by Google and the
Open Handset Alliance, while Apple holds the proprietary rights for iOS.

The OS empowering mobile devices have similar computational and operational
capabilities to the desktops and laptops OS, as they were derived from the same
base. Thus, they are vulnerable to similar exploitation. Furthermore, smartphone op-
erations are based on subscriptions (i.e., payment of a certain fee to access services
such as internet, calls, and messages). Hence, an OS attack can also lead to monetary
loss and privacy violations. Due to the popularity and the availability of source code
for customization, Android is selected for the dissertation work and is discussed in
the following sections.

Android was founded in 2003 and was acquired by Google in 2005. The source
code of Android OS is freely available under the name Android Open Source Project
(AOSP) [150], but products such as Google Play [151] and Google Mobile Services
[152] have been proprietary to Google.
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3.2.1 Architecture

The Android platform is entirely based on the Linux kernel [153]. It is customized to
offer features like power management, binder, process memory allocator, and asyn-
chronous shared memory. An overview of the Android architecture is illustrated in
Figure 13.

Application layer

System User
Applications Applications

System services and libraries

Services Libraries
ActivityManager Native Libraries,
PackageManager, Run-time libraries

Camera Service,
MediaPlayer Service

HAL
Audio Graphics Camera
Kernel
Display Audio
drivers drivers

Figure 13. Android architecture overview

The lowest layer in the architecture is the kernel layer. It is comprised of essen-
tials (e.g., device drivers for camera, audio, and radio transceivers). The hardware
abstraction layer (HAL) provides interfaces for the hardware vendors. Using HAL
interfaces, hardware vendors write their implementations for the integration of their
hardware products with Android without affecting the entire platform [154]. The
application layer is the place where the device users will install and use the applica-
tions of their choice. This layer also host the system applications that comes as a part
of the Android. The system services and libraries layer consists of services and li-
braries that are essential for the applications to execute their intended functionalities.
It contains native and runtime libraries (e.g., Android Runtime (ART)), and assists
applications through the application programming interfaces (API) to communicate
with hardware and other system resources. The responsibility of the system services
and libraries layer also includes handling the life cycle management of applications
and other services. In addition, it also manage the restriction enforcement on the
resource accessibility of applications.

An integrated development environment (IDE) is available for Android applica-
tion development [155]. Android provides a software development kit (SDK) for
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the development of applications. The SDK offers libraries and exposes APIs so
that application developers can access the system resources and perform operations
using them. Android applications are developed using Java and Kotlin languages.
C/C++ is also employed for application development through the usage of Java Na-
tive Interface (JNI). Google Play [151] has been the official repository of Android
applications, where users can download and install applications of their choice. An-
droid charges $25 as a one-time payment during developer registration, which allows
developers to publish the applications. Android categorizes applications under three
clusters in terms of revenue generation: free, paid and in-app purchase. As the name
implies, free applications are free and do not require any payment to download and
use the application. Users purchase applications clustered under the paid category
before the installation and usage. In-app purchase is a combination of both free and
paid applications. In-app purchase applications do not require money for download
and installation but do not offer full application features for users. To unlock the
features, a user must pay for the services and the payment terms (e.g., a one-time
permanent or monthly subscription), depending on the application. Google Play is
estimated to have more than 2.5 million applications [156, 157].

Inter-process Communication (IPC) is used to handle the communication be-
tween applications, application components, and processes. Android uses a binder
for IPC purposes that is derived from OpenBinder [158]. Binder operates as a client-
server model under the principle of thread migration. Kernel driver creates and ex-
poses the binder and will identify the process that initiates the IPC call through the
process identifier (PID) and user identifier (UID). All the migration tasks (e.g., track-
ing of object reference and parameter marshaling between processes) are handled by
the binder kernel.

3.2.2 Security implementations in Android

Android inherits its user resource isolation and process isolation features from Linux,
as it is a Linux-based OS. User resource isolation is modified and extended to the ap-
plication level. Each application will receive a UID after installation through this
modification. The application also executes under the very same UID that was as-
signed after installation. Apart from the UID, the application will also receive a
dedicated directory for the storage and management of its resources. Access to the
other files or resources is proscribed unless explicitly permitted. System applications
and daemons are owned by the system or root, and they are executed under the as-
signed pre-defined UIDs. As a result, Android achieves application sandboxing (i.e.,
isolation at the process level and file level). The isolation achieved through restrict-
ing the application activities through the prevention of access to any resources other
than its own defeats the purposes of the OS itself. Hence, Android introduced access
rights in order for the applications to access resources (e.g., data and hardware fea-
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tures) to overcome the isolation barrier. This is called a permission model.

The permission model allows applications to use resources through permissions.
Applications required to access resources should acquire proper permission before
the usage of the resource. All the permission requests should be stated explicitly in
the AndroidManifest file. Under the permission model, Android offers over 150 per-
missions to regulate resource access [159]. It also enables developers to define their
permissions to enforce access restrictions on the critical resources of their applica-
tions [160]. The Android framework handles the enforcement of access verification
to guarantee that the applications do not access non-permitted resources during the
runtime. Few permissions are mapped directly to low-level OS control that are not
monitored by the Android framework. Permissions are classified under three cate-
gories [160]:

(a) Normal - Permissions allow access to data and the performing of actions,
which are least considered or not considered as a risk towards the privacy of
users and other applications.

(b) Dangerous - These permissions allow applications to access restricted data
(e.g., location and personal information) and to perform restricted actions,
which possess a high risk to the privacy of the users and other applications.

(c) Special - This is defined by the platform and original equipment manufacturer
(OEM) corresponding to the particular operations of the application to protect
access to critical actions and resources.

Another group of permissions called signature permissions also exists in Android.
Permissions required by an application are granted during installation and cannot be
revoked in the earlier versions of Android. The granting of all permissions during
installation was changed from version 6 by introducing a feature for granting and
revoking permission at run-time. This feature is named runtime permission. It en-
able users to grant or revoke permissions to any application before the execution or
through settings.

Permissions are divided into two groups: install-time and run-time, for this im-
plementation. Install-time permissions are granted during installation and cannot be
revoked by the user. Permissions under normal and signature classifications fall un-
der this group. Run-time permissions are comprised of dangerous permissions that
the user can revoke or grant at any time.

SELinux was introduced to Android in version 4.3 as SEAndroid, to enhance
security by enforcing mandatory access control at the kernel layer. SELinux im-
plementation mode was set to enforcement from permissive mode in version 5. In
version 8, SELinux policies were split into two groups: platform and non-platform,
to perform policy updates and maintain compatibility. The platform group was fur-
ther separated into two subgroups: platform private and platform public, to export

37



Nanda Kumar Thanigaivelan

certain attributes and types to the non-platform policy. The list of security-related
enhancements that were introduced into Android from versions 4.3 to 13 is tabled in
Table 6 [161].

Table 6. Security-related enhancements for Android version 4.3 through 13

Version Enhancements

4.3 Introduction of SELinux and permissive mode of operation
Authentication of Android debug bridge (ADB) with RSA key pair
since 4.2.2

4.4 SELinux set to enforcing mode

5.0 SELinux enforcing mode to all domains

Guest and user restricted profiles

Full disk encryption by default and improvement through scrypt
Updated cryptography for HTTPS and TLS/SSL
6.0 Runtime permission

Verified boot

Clear text traffic restriction

USB access control

7.0 Strict enforcement of verified boot

File-based encryption (FBE)

APK signature scheme version 2

8.0 Verified boot through Android verified boot (AVB)
Install unknown apps restriction

9.0 Biometric support for authentication
FBE for adoptable storage

Per-app SELinux sandbox

10.0 Face authentication

Bounds sanitizer in Bluetooth and codecs
OEMCrypto API version 3

11.0 Generic Kernel Image (GKI) architecture
API quotas

OEMCrypto API version 16

12.0 MAC randomization

Approximate location accuracy

WPA3 Hash-to-Element (H2E)

13.0 APK Signature Scheme version 3.1
Shared UIDs deprecation

Android virtualization framework

The incidence of attacks and security breaches in mobile devices dates back to
a virus found in Symbian OS in 2004 [162]. The malware used multimedia mes-
saging services (MMSs), Bluetooth, and internet connections to infect the devices
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and spread the virus through messages. Some viruses were designed to target desk-
tops through USB connections. Adversaries began to target Android, as it was the
dominating platform of the time, occupying the largest share of the mobile market
in 2012. The fundamental nature of mobile device operations (i.e., their subscription
and payment model), became a vulnerability exploited by adversaries. Under the
guise of normal applications like media players and games, applications with mali-
cious intention targeted the fundamental nature of mobile device operations. These
applications sent messages to premium numbers that resulted in monetary loss for
the users. The sophistication of the malicious programs begins to increase when
Android raised the security of the platform.

3.2.3 Proposed security approaches from the research commu-
nity

Android also attracted the interest of the research community, which investigated the
possibilities of exploitation and proposed solutions accordingly [163-179]. CRePE,
an access control system with policy enforcement for Android is given in [164]. The
enforcement of a policy depends on the environmental contextual information: time,
GPS, and Wi-Fi. Since its context is based on time and location, CRePE can be used
to restrict or allow actions based on the location or nature of the operation. XML
language is used to write policies, and separate commands and keywords are specifi-
cally defined for this purpose. Policies can be administered locally through the local
administrator component, and they can be administered remotely via Bluetooth, QR
codes and SMS. CRePE uses Android permissions to enforce policies and follows
static policy enforcement procedures. The policy is required to be written manually
in XML, but the status modification of policies can be performed at runtime using
given interfaces. The degree of device control activities is unclear regarding several
activities like application installation, network association, and the limited action in
policy refinement. Furthermore, information regarding the local administrator com-
ponent, such as usability and availability, is unclear.

A security framework called TrustDroid is used for domain isolation to prevent
the unauthorized communication and data accessibility of applications based on dif-
ferent contexts [165]. It restricts inter-component communication (ICC) at the mid-
dleware layer by employing mandatory access control at the same layer. In addition,
TrustDroid uses TOMOYO Linux as a kernel layer mandatory access control to re-
strict the IPC, file system, and network. IT uses policies combined with location
information from GPS and Wi-Fi to perform isolation. A policy-based framework
called MOSES is presented in [166, 167]. Policy enforcement for the software iso-
lation of data and applications is achieved through virtualization. MOSES stands for
mode-of-uses security separation. It combines TaintDroid [168] architecture with
virtualization at the Android middleware layer for isolation and supports the creation
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of several security profiles (e.g., GPS and Wi-Fi) based on contextual sensor informa-
tion to enforce different kinds of restrictions and switch between them dynamically.

In [163], the authors proposed a security framework, named XManDroid, which
extends the monitoring mechanism of Android to detect and prevent application-
level privilege escalation attacks at runtime based on a system-centric system pol-
icy. XManDroid monitors all communication links between apps and verifies them
against a set of policy rules. It also tracks entries written on shared channels and
filters access to these channels. According to the results observed from experiments,
XManDroid requires precise policy engineering to minimize false positives. In [169],
the authors improved XManDroid by additionally validating ICC using an intent-
tagging-based call chain technique and by enforcing kernel-level mandatory access
control. These improvements use a high-level policy language at the kernel level and
adopt TOMOYO Linux for access control enforcement at the kernel level. In ad-
dition, a dynamic policy mapping is developed to bridge the semantic gap between
policies at the two levels. In both XManDroid and its extension, it is difficult to
outline precise security rules for regulating all possible interactions among installed
apps on a device. In addition, some desired inter-application communication and
ICC may be rejected due to the proposed strict policy enforcement.

FlaskDroid is presented in [170] as a mandatory access control for Android.
FlaskDroid enforces restrictions in both the middleware and kernel layer. FlaskDroid
policy language is inspired by SELinux and is specifically designed to include the
middleware layer of the Android architecture. The implementation of FlaskDroid
is based on SEAndroid. ConXsense, a framework for context-aware access control
based on automated context classification is proposed in [171]. ConXsense uses a
probabilistic approach for sensing different contexts and machine learning for the
automatic classification of context. ConXsense is implemented on top of flaskdroid
[170] architecture as it provides an access control system based on SEAndroid. Two
uses cases, a) device misuse protection with dynamic lock and b) sensory malware
protection, were analyzed using the framework.

In [172], a framework for protecting data through data classification and policy
enforcement in mobile devices has been proposed for enterprise-level security. The
framework has four major components: sensitive data isolation, policy formulation,
policy testing, and policy execution. It concentrates on securing data by creating
separate blocks but it does not reveal any information on threat realization. Several
components are specified to write the policy, including the language. The ample
amount of policy-defining languages causes a considerable burden on the system ad-
ministrator. The allocation of individual components to deal with different sets of
resources can make the system more complex and might require additional skills to
understand and maintain the policies. In addition, with the exception of the data
isolation part, the rest of the part can be related to the software development life-
cycle model. Since there is no information about implementation details, it is not
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clear whether the framework is implemented as dynamic memory hooking or OS
customization.

In [173], a security framework named Android Security Module that exposes
a programmable interface for defining new reference monitors for Android is pre-
sented. The security features provide APIs to implement either resource accessibility
control or data mocking. Using APIs, one can restrict accessibility by writing apps
that can act as reference monitors. Android Security Module does not provide any
access control features by default, though the framework hooks almost all system
services and components. Another framework called Android Security Framework
is presented in [174]. Android Security Framework performs the same operations as
[173] but also assures existing Android security provisions and an inline reference
monitor. These two frameworks do not implement any control by default, even if it
is available within the OS. Applications must be developed and installed in mobile
devices to realize the resource restrictions. The enterprises have to model the se-
curity system architecture and develop apps accordingly due to the unavailability of
provision to control the server when needed. Individual users who do not have pro-
gramming knowledge must rely on the applications developed by third-party sources
to fulfill their objectives, and this may expose devices to privacy and security threats.
Finally, transparency is not guaranteed by default in the system. This makes in-
dividual users completely incapable of understanding the activities of the security
applications.

All the above approaches require modification of the Android platform for im-
plementation. The authors in [175, 176, and 177] proposed a different approach
that does not need platform modification. DeepDroid, a dynamic security policy
enforcement mechanism targeted for enterprise usage, is presented in [175]. The
enforcement of policies based on location information in DeepDroid also requires
root privilege for its operations. DeepDroid is implemented through the dynamic
memory instrumentation of certain critical processes and enforces policies through
it. This results in the implementation of enforcement without platform modification.
DeepDroid lacks granularity in context as it uses only location information and it
lacks granularity in policies. In [176, 177], the authors proposed the approach of
opening and repacking APK files after the introduction of reference monitors. These
reference monitors are used to observe the application behavior and restrict them
from engaging in malicious activities such as sending premium SMSs or accessing
malicious IP addresses. There are several drawbacks to this approach. Application
original signature will be broken during the repacking process and the management
of signatures for each application to retain the original signature will incur additional
operational overhead. Users may possibly install an application from other sources
that offer applications without reference monitors, which results in abnormal appli-
cation execution. Additionally, if the placement of reference monitors does not cover
all APIs, the occurrence of security breaches is highly likely.
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3.3 Problems in current approaches

The primary issue with the current approaches is security, which has never been
considered as part of any system from the design stage. During or after system im-
plementation, security mechanisms will be employed as tools to protect the system
functions. They must update some part of their own information base or else may
face additional vulnerabilities apart from the vulnerabilities of the implemented sys-
tem. It is understandable that already-implemented and running systems cannot be
changed or redeveloped due to factors like cost, time, human labor, and skills, but the
systems that will be developed or undergo an upgrade in the near future should be
changed. The problems that should be addressed during the change are as follows:

Architecture: In the design stage of any IT system, any one of the two archi-
tectures (i.e., centralized or distributed) will be employed. The former is the oldest
system architecture used in the design process, especially for decision-making and
communication purposes. Client-server is a fine example of centralized architecture.
In a client-server model of operations, a single server will configure and maintain
multiple clients simultaneously. Decisions are established on the server and then
disseminated to the clients. In a centralized architecture, manageability of clients
becomes tedious when they are in huge numbers. In addition, any threats or attacks
on the server will bring down or cause a severe impact on the entire operations and
may be transferable to the connected clients as well.

To counter this issue, centralized authority is dispersed, resulting in the formation
of distributed architecture. For example, in network security, the distributed archi-
tecture enables the creation of clusters (i.e., multiple segments) from huge networks,
and each of them is assigned with cluster heads that act as watchdogs and regulate
the network activities. In some advanced networks, the cluster head role is transfer-
able and assigned to different entities in the same network after predefined or agreed
upon intervals to counter the attacks targeting cluster heads. IT has evolved into the
IoT, which represents the interconnection of every device in cyberspace including
IT systems, even home appliances like washing machines and refrigerators. In this
scenario, connected devices should react to changes themselves, particularly against
threats, in order to protect or reduce the damage, at the least temporarily, without
waiting for the instructions, and the architecture should be changed in order to ac-
commodate it.

Cooperation among security mechanisms: Security mechanisms have been
used as tools to establish layers in order to secure system functions and resources.
The different security tools are discussed briefly in section 2.1. Hardly any form of
coordination or communication exists among them during execution. For instance,
cryptography provides a secure communication channel for information exchange
and protection is guaranteed as long as employed keys are computationally safe.
Firewalls with an IDS/IPS protect the network by preventing unauthorized access
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and abuses from unknown sources and inferring suspicious behaviors from the net-
work traffic. Even though the firewall becomes aware of the suspicious behaviors
and employed countermeasures within its capability, it cannot coordinate with cryp-
tography to forego existing keys and reestablish new keys in order to strengthen the
communication channel. This should be performed manually or using software tools.
In these cases, the likelihood of vulnerabilities introduced by the software tools or
manual error cannot be ruled out. Hence, the lack of cooperation among the security
mechanisms should be addressed.

Initiator and responder activity: A widely used activity in IT systems, partic-
ularly in communication and execution. For example, under the [oT network com-
munication, routers, cluster heads, and roots use a polling mechanism that sends a
message towards the connected devices within the network or cluster to verify the
status (e.g., available power and surrounding conditions). The received devices will
respond to the initiator with the requested status. In the client-server mode of opera-
tion, the clients execute certain functions as a response to the request from the server.
This may cause serious issues when combined with the lack of cooperation among
security mechanisms concerning the IT infrastructure.

Network awareness: Since every device is connected and has some central fig-
ure in the form of any kind of IT system, the central figure’s requirement for network
awareness becomes an essential trait which is missing in the current approaches. This
requirement is also related to architecture. It will enable the central figure to under-
stand the dynamics of the network and the activities of the connected devices without
any assistance from outside of the network or tools. In the fully automated scenario,
a central figure can create clusters, provide limited autonomy within the clusters, and
establish communication with cluster heads directly rather than every cluster mem-
ber. This will enhance the competencies of network management and help to achieve
self-management. Network awareness helps central figures to approximate the loca-
tion of a particular connected device through their neighbors without the requirement
of having location-based hardware. This will become opportune in the deduction of
locating the threat origin or the affected devices in the network.

Regulation of activities: This is an important and crucial requirement in the
connected cyberspace environment. It is closely related to the architecture and coop-
eration among security mechanisms. As stated in the previous case, a central figure
will exist in the IT network. Regulation of activities occurs as an automatic reaction
against some kind of unusual behavior by the connected devices without waiting for
the central figure or cluster head commands. This reactive nature requires the ar-
mament of low-level devices in the network with some kind of security mechanism,
as per the available resources, which in turn empowers them to make and enforce
decisions that will reduce the impact of unusual behavior from causing problems in
the network. Of course, the countermeasures may be trigged due to false positives
during the determination of abnormal incidents, but false positives can be reduced
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through various means (e.g., a collective approach and profile).

Apart from the above-listed problems, other issues, such as operational environ-
ment awareness, observation links, and learning also require attention. Operation
environment awareness assists greatly during the regulation of activities, as it en-
ables the connected devices to understand the patterns of activities that have been
going around and within the devices. It is also related to learning to a certain extent,
as understanding requires some degree of learning. Observation links, in a sense,
are points that allow devices to monitor activities and be able to deduce the required
information, which is useful for learning or enforcing regulation.
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4 Natural and Biological Inspiration in
Science and Technology

Nature refers to the entire planet along with life forms that exist on the planet. Nature
experiences numerous problems and develops appropriate solutions. For instance,
trillions of insects that cause damage to vegetation and ecosystems have been kept
in check by billions of birds and other species. The solutions presented by nature
provide ideas that stimulate humans to solve problems or execute tasks efficiently. In
several instances, humans have derived solutions inspired by nature; birds’ collisions
with windows are one such instance. The modern concept of bringing natural light
into buildings and homes through the placement of very large-sized transparent glass
windows and walls has resulted in the death of birds at a large scale. Some estimates
state that hundreds of thousands to millions of birds have been dying every year due
to colliding with glass windows [27, 28, 29, 30, 32]. Attraction towards light and
reflection, and the inability to notice the glass during flight are the primary causes
for collision. This resulted in the design of glass inspired by spider webs [33, 34].
Spiders have the ability to decorate the webs with ultraviolet (UV) reflections in
order to attract prey [31, 35, 36] and these UV orbs are visible to birds [31, 33].

4.1 Swarm Intelligence

In the information technology (IT) field, nature-inspired mechanisms like swarm
intelligence have helped scientists solve problems (e.g., shortest path). Beni et al.
introduced swarm intelligence in the robotic system [37]. Swarm intelligence takes
inspiration from the activities of life forms, especially insects and animals. For these
life forms, intelligence and problem-solving abilities are limited to the individual
level, but as a group, even complex problems that are beyond individual capacity can
be solved easily. The swarm intelligence of ants and honeybees has been researched
extensively over the decades. For instance, honeybee-inspired optimization and ant
colony optimization are derived from the swarm intelligence of the respective insects.
Ants have the ability to determine the shortest path to reach their destination without
any visual assistance or the presence of any centralized authority [38, 39]. This
behavior has been studied and used to solve different problems, like those of traveling
salesman, job-shop scheduling, and resource-constrained project scheduling [40, 41,
42, 43].
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4.2 The human immune system

Biologically inspired mechanisms like the human immune system, have also been
researched for use in IT. The human immune system (HIS) is a complex network
comprised of numerous organs and cells [44]. The primary responsibility of the HIS
is to defend the human body against any invading harmful parasites and microbes,
called pathogens. Lymphocytes are special cells produced by lymphoid organs that
are positioned in different regions within the body. They are responsible for the
activities of the HIS through B cells and T cells [44]. These cells derive their name
from their place of origin. T cells are developed in the thymus, and B cells originate
in the bone marrow. B cells secrete antibodies that work against pathogens, while T
cells kill the cells’ body infected by the pathogen or produce a cell surface that helps
other infected cells to kill the pathogen. The defensive activity of the HIS inspired
the same in IT security [45, 46, 47].

4.3 The human nervous system

The human nervous system (HNS) is another biological system that forms the core
of the dissertation work. The operations and the organs involved in the HNS are dis-
cussed briefly in this section.

The human nervous system stretches across the human body through nerve cells
called neurons. Through neurons, the HNS allows the human body to interact with
external and internal environments. Hence, it is referred to as a communication sys-
tem. It also regulates and controls the activities of the body (e.g., walking, breathing,
speaking, and learning) both actively and passively. Therefore, it is also referred to
as a regulatory system or control system [48, 49, 50]. The HNS is divided into two
subdivisions, the central nervous system (CNS) and the peripheral nervous system
(PNS), based on their placement in the human body. It consists of organs like the
brain, spinal cord, ganglia, and nerves. The HNS has several billion neurons, and
each of them has a cell body and extensions. A neuron is graphically presented in
Figure 14.

Axon terminal

Dendrite
Axon

Figure 14. Structure of a neuron

Each neuron can have multiple dendrites extension, usually short in length, act-
ing as an antenna to capture the signal from nearby neurons and an axon to carry the
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signal away from the cell body [48, 51]. Neurons are classified as afferent, efferent,
and interneuron, depending on the direction of the signal movement. Afferents, also
known as sensory neurons, transfer signals from PNS receptors to the CNS, whereas
efferent neurons transfer impulses from the CNS to effector organs, such as glands
and muscles. Efferent neurons are also referred to as motor neurons. Interneurons
exist only in the CNS and connects afferent and efferent neurons links. The various
activities of HNS can be broadly classified under three general functions:

(a)

(b)

(©

Sensory function: The sensory receptors are responsible for the detection of
changes in the external and internal environment. It will monitor and capture
the changes, which will be listed as stimuli. For instance, the receptors can
sense changes in sound, light and temperature from the external environment.
In the internal environment, they can sense the changes in blood pressure, the
concentration of gases, and water in the bladder. These detected changes are
converted into electrical or chemical signals and directed towards the CNS.

Integration function: The received signals are combined, assessed, and stored
or discarded from the memory. Finally, a decision will be made against ev-
ery received signal. The spinal cord and grey matter in the brain perform the
integration function.

Motor function: The execution of the decision made by the nervous system
against the received signal. The decisions are sent to the motor nerves in the
form of signals to carry out activities such as the expansion of muscles, secre-
tion of hormones, and movement of the body parts or whole.
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Figure 15. The human brain
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4.3.1 The central nervous system

The central nervous system is comprised of the brain, spinal cord and the nerves in
those organs. The organs of the CNS are critical for the HNS, and thus, they are
secured safely inside the skull and the vertebral canal of the spine, respectively.

The brain is the most complex and important part of the human body, where
almost every activity has been initiated and regulated. A diagram of the brain is
shown in Figure 15. The brain can be described in three subsectors: the forebrain,
the midbrain and the hindbrain [50, 52, 53, 54]. The forebrain consists of the cere-
brum and the diencephalon. The cerebrum is the topmost part of the brain, divided
into two hemispheres. It occupies around 85% of the brain and is responsible for in-
tellectual activities like thinking, processing languages, recognizing friends, reading
books, learning, and reasoning. The diencephalon is composed of the limbic sys-
tem, thalamus, hypothalamus, and pineal glands. The thalamus sorts and processes
the prime sensory information of hearing, taste, touch and sight, but not smell. The
hypothalamus is the control center of the autonomic motor system and it is a small
almond-like structure found underneath the thalamus. Hypothalamus controls heart
rate, body temperature, bladder contraction, and blood pressure, and maintains over-
all homeostasis. The pineal glands produce the melatonin hormone and involved
in hormone regulation, together with the hypothalamus. The limbic system, also
represented as the emotional brain, is accountable for basic emotional and survival
behaviors.

The hindbrain consists of the brainstem, cerebellum, and medulla. The cere-
bellum, also known as the little brain, is the largest portion of the brain after the
cerebrum. It coordinates voluntary movements, monitors the overall orientation of
the body, and maintains balance and posture from the signals received from the inner
ear. The brainstem act as the central network hub connecting the brain and the spinal
cord. The midbrain is the topmost part of the brainstem and serves as the liaison
between the forebrain and hindbrain.

As a part of the CNS, the spinal cord acts as a conduit between the brain and the
other parts of the human body [50, 55, 56, 57]. The spinal cord contains a densely
packed column of nerves that extend from the brainstem downwards to the spine. The
spinal cord is divided into different segments based on the relationship established
with different parts of the human body. The different segments are cervical, thoracic,
lumbar, sacral and coccygeal. These five segments contain a total of thirty one pairs
of spinal nerves that handle signals from different parts of the human body. For in-
stance, the eight spinal nerve pairs (C1-C8) of cervical segment associated with the
head, neck, arms, elbow, wrist and fingers in the human body. The functions of the
spinal cord are to carry the signals from the receptors to the brain and to the motor
nerves from the brain. The different segments of spinal cord are shown in Figure 16.
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Figure 16. Spinal cord with segments

4.3.2 The peripheral nervous system

The peripheral nervous system (PNS) is made up of all HNS nerves other than CNS
nerves. The PNS is composed of afferent nerves, also identified as sensory nerves,
that sense events or activities, and efferent nerves, known as motor nerves, that cause
action against sensory input. The PNS is further classified into two subdivisions:
somatic nervous system (SNS) and autonomic nervous system (ANS) [49, 58, 50].

The SNS is associated with the controlling of voluntary muscle movement [49,
50, 59, 60, 61]. SNS’s sensory nerves carry signals to the brain and spinal cord while
motor nerves receive instructions and act accordingly. The SNS is responsible for
all of our consciously induced body movements. Hence, it is also referred to as the
voluntary nervous system. It also handles involuntary movement, known as reflexes,
on certain conditions.

The ANS is also known as the vegetative nervous system or involuntary nervous
system [49, 50, 58, 62, 63]. Unlike the SNS, the ANS is constantly active and reg-
ulates functions that cannot be consciously induced by humans. This regulation is
executed through the signals received from the brain. It also sends information to
the brain via afferent nerves. The ANS is further classified into two subclasses: the
sympathetic nervous system and the parasympathetic nervous system. The former
handles the responses related to physical and mental activity (e.g., increasing heart
rate and preparing the body for self-defense), while the latter is accountable for rest-
ing responses, like salivation and metabolic processes. An overview of the human

49



Nanda Kumar Thanigaivelan
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Figure 17. Overview of the human nervous system

nervous system is shown in Figure 17.

4.3.3 Pain System

The somatovisceral system is made up of visceral and somatic nerves. The former
handle the signals from soft internal organs such as the heart, lungs, reproductive or-
gans, and circulatory and digestive systems. The latter handle signals from muscles,
skin, and bones. The somatovisceral system has afferent nerves that carry signals
to the CNS from receptors and send signals to effectors from the CNS through ef-
ferent nerves [58, 64]. For instance, when someone places a hand over a person’s
shoulder, the receptors attached to the skin generate and pass impulses to the brain
using the somatic sensory system. The brain receives those impulses, takes decisive
action against the impulses by generating response(s), and sends them as signals to
the effectors. The effectors execute the signals that result in the movement of the
head and eyes or changes in facial expressions.

The somatovisceral system originates from the dorsal horn, which is located in
the spinal cord. The dorsal horn plays a crucial role in the handling of signals includ-
ing pain and touch [64, 65]. A special pain receptor called the nociceptor handles the
pain signals and forwards them to the CNS. The brain and/or spinal cord will make
the decision based on the perceived intensity. Nociceptors are generally classified
into A-fiber and C-fiber [64, 65, 66]. C-fiber nociceptors handle slow sensation sig-
nals and A-fibers mediate fast sensation signals.

The spinal cord will make decisions under certain critical circumstances. For
example, when a part of the human body comes into contact with a hot surface, this
results in instantaneous withdrawal followed by crying and shouting reactions. This
instantaneous withdrawal response is decided by the dorsal horn part of the spinal
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cord without any involvement or interference from the brain. These kinds of re-
sponses are called reflexes. Other responses are decided by the brain depending on
the perceived intensity of heat, damage caused during the encounter, and archived
instances of similar previous encounters. In this example, the C-fiber nociceptor
handles the prolonged burning sensation and the A-fiber nociceptor handles the in-
stantaneous withdrawal and initial sharp burning pain, felt by the body surface that
contacted the hot surface.

4.3.4 External Immunization

External immunization, also termed inoculation, is the process of helping the HIS
to produce antibodies in order to fight invading foreign pathogens. The part of a
pathogen that instigate the creation of antibodies is referred to as the antigen. Each
antigen is unique, and it requires a specific antibody to neutralize the antigen along
with the damaged cells. Several millions of antigens are capable of causing damage
to the cells and preventing the normal functions of different systems in the human
body. The HIS has the inherent ability to respond against any invading antigens
into the human body. The duration of the HIS to react against an invading antigen
depends on a few circumstances. For instance, HIS can take several days or even
weeks to respond against an antigen during the first encounter in order to engineer a
specific antibody for the neutralization of encountered antigen. Once HIS has suc-
cessfully neutralized the antigen with an engineered antibody, the antibody will be
stored to deploy against the same antigen in future encounters. Thus, HIS processes
are inherently adaptive in nature. The adaptive immune system is extremely capable
of reacting against millions of antigens in a highly specific way [44]. The process of
HIS is shown in Figure 18.
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Figure 18. HIS process [67]

Inoculation is the process of familiarizing HIS with unknown antigens, which
have not been encountered yet. During inoculation, the harmless inactive parts of the
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pathogen or outline of the antibody will be introduced into the human body in the
form of injection or oral drops. Though the introduced parts are harmless, it will trig-
ger the HIS to respond aggressively, which in turn produce the antibodies to suppress
or eliminate the introduced pathogen. The produced antibody will be stored and then
used against the same antigen when it invades the human body through infection
[67, 68, 69]. The inoculation process reduces the reaction time of HIS when the anti-
gen infects in real-time, since it already has the specific antibody. The inoculation
process is also commonly known as vaccination.

4.3.5 HNS relationship with the HIS

The HIS plays a crucial role in defending the human body against invading foreign
pathogens. The systematic functioning of the HNS is critical for the proper function-
ing of the human body, and any problem arising with HNS may result in serious con-
sequences. For instance, any damage on the spinal cord leads to the non-functioning
of parts connected with a particular segment; for instance, lumbar segment injury
results in spasticity, bowel dysfunction, or even paralysis of the lower body.

Initially, the HIS and HNS were thought to be independent systems, but with the
advancement of technology and medicine science, several studies carried out over
the past five decades have established the existence of bi-directional communication
between the two. The lymphoid organs, responsible for the production of antibody
cells, are connected with ANS nerves, and hormones (catecholamine) released by the
sympathetic nerves have impacts on immune cells. Furthermore, the immune system
coordinates with the nervous system in regulating activities such as homeostasis [70,
71,72, 73]. Even though further research must be performed to understand this rela-
tionship more clearly, with the current evidence, medical researchers concluded that
the HNS influences HIS activity in reaction against pathogens, and the HIS influ-
ences the HNS in performing activities during rest.
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5 Unique influential factors of the HNS
for IT systems and security

The HNS is a complex system comprised of organs and a network of nerves. How-
ever, its operation is entirely structured. Every member of the HNS carry out their
respective functions vividly and tacitly. The three major functions of the HNS that
enticed us towards the HNS and in turn helped us identify the unique influential
factors are discussed in this chapter.

5.1 Structural Organization

The structure of the HNS represents itself as an architecture that provides a frame-
work comprised of components, their roles, interrelations, and communication among
them. The brain is a multi-role, multi-tasking driving force that is capable of assum-
ing several roles and processing several tasks simultaneously. For instance, it can be:
a) a learner that performs learning and adaption, b) a decision-maker that creates and
enforces decisions, ¢) a regulator that govern the initiation, control, and termination
of activities. By assuming different roles, the brain protects the human body and en-
sures proper functioning by assuring minimum normal functions at any point in time.
Unlike the brain, the spinal cord does not assume several roles but performs two crit-
ical functions: a) the transfer of signals between nerves and the brain and b) making
decisions during emergency conditions in order to reduce damage or pacify internal
activity. The entire operations of the brain rely on the signals passing through the
spinal cord, and thus, it became an essential part of the HNS.

Nerve cells (i.e., neurons) are the foot soldiers of the HNS. They exist almost
everywhere in the human body and establish very dense networks. Some estimates
state that there are several billions of neurons ingrained in the human body. Without
neurons, neither the brain nor the spinal cord can perform their functions properly.
Hence, neurons should remain unscathed at all times, or if damaged, they should re-
generate or repair themselves. When a nerve is damaged or cut, the axon will shrink
and regenerate after a few days. The PNS has the intrinsic ability to repair and re-
generate nerves from damage, and this process can be expedited using exercises and
other strategies [192-195]. By contrast, the CNS’s ability to repair and regenerate is
limited. Any damage to the CNS can cause serious repercussions, and several stud-
ies have been conducted to encourage and improve the repair process of the CNS

53



Nanda Kumar Thanigaivelan

[196-200].

5.2 Execution of communication flow and instructions

The communication flow of the HNS is complex and has unique aspects. The signals,
detected by neurons, are converted into either chemical signals or electric impulses
and transferred towards the spinal cord and then to the brain in order to elicit ap-
propriate responses. Neurons are broadly classified into three classes: afferent or
sensory neurons, efferent or motor neurons, and interneurons. Nevertheless, neurons
are extensively diverse and hundreds of different types of neurons with unique mes-
sage transfer abilities exist under the three classes. The establishment of a neuron
network for communication involves several stages.

Neurons are created and sent to different regions. The term used to denote the
formation of neurons is neurogenesis. Neurogenesis is a lifelong process that occurs
during the development of the HNS at the initial stage and in adult humans [201, 202,
203]. After creation, neuron cells will travel to reach their destination, and this pro-
cess is referred to as neuron migration [204-207]. One particular process in neuron
migration that attracted our attention during the HNS study is cell molecule adhe-
sion. The term, cell molecule adhesion may appear to be new, but the basic principle
has been deployed in IT systems, though it is derived from another natural source.
Under cell molecule adhesion process of neuron migration, neuron cells travel down
the chemically marked path to reach the destination. This principle seems to be sim-
ilar to ants that follow strong chemical traces to find a path to their destination (e.g.,
food source). Another interesting factor is that once a neuron cell reaches its desti-
nation, it will evolve (e.g., to be afferent or efferent) to fit into that exact location.
The factors that promote neuron transformation are unclear. Thus, the HNS forms a
network of nerves throughout the human body.

The execution of instructions is relatively simple as long as the established net-
work remains intact. When execution requires the movement of certain parts of the
body or system, motor neurons will be used. For instance, when someone touches
our hand, a group of afferent neurons within the specific region sends signals to the
brain via the spinal cord. Before delivering a response, the brain will derive answers
to several questions, including: Which part of the hand was touched? How did the
contact feel? Is the contacting object alive or not? Does the contact cause any harm
to the contact surface? Is additional information (e.g., visual, audio) required to make
a decision? and so on. If the contact is categorized as harmful, it will be handled as
pain signals (see section 4.3.3 for pain signals). Finally, motor neurons execute the
given decisions by exhibiting appropriate physical movements.
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5.3 HNS relationship with other systems

The HNS maintains a relationship with other systems in the human body to coop-
erate and influence the functions of other systems individually or together in order
to sustain the body’s normal functions. The HNS-HIS relationship is discussed in
section 4.3.5. The HNS also maintains a relationship with another system called the
hormonal system. The hormonal system, also known as the endocrine system, is a hi-
erarchical system composed of glands that are positioned in the different parts of the
body that secrete and respond to hormones. This system is responsible for the main-
tenance of homeostasis and responds to environmental changes through hormones
[208, 209]. The term endocrine refers to the response that produces hormones by the
glands against specific stimuli [208].
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Figure 19. Overview of endocrine glands function and feedback loops

Hypothalamus, pituitary glands, thyroid, pancreas, adrenal, parathyroid, and go-
nads are the glands that make up the endocrine system. With the exclusion of the
hypothalamus and pituitary glands, the others are collectively referred to as periph-
eral endocrine glands. The pituitary gland, located in the brain, is referred to as the
master endocrine gland, as the hormone secreted by this gland regulates the hormone
secretions of the rest. The hypothalamus of the brain regulates the pituitary gland.
Hence, the hypothalamus holds the highest position in the hierarchy. The highest
order organ sends a hormonal signal to other organs, which respond by discharging
their own hormones into the bloodstream. With the help of feedback mechanisms,
the hormones produced by the peripheral endocrine glands can be stimulated or re-
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pressed by higher-order glands. An overview of endocrine glands with feedback is
illustrated in Figure 19. The hypothalamus connects the HNS with the endocrine sys-
tem. The ANS of the HNS interacts with the endocrine system to secrete hormones
to control the body’s activities. For example, cardiovascular system [210] functions
(e.g., heart rate) are influenced by the ANS and the hormones of the endocrine system
[211, 212].

5.4 Unique features of the HNS for security implemen-
tation

The HNS has exhibited several unique features that are essential and greatly influence
the functions of the IT systems, provided that they have been adapted properly. These
unique features are as follows:

(a) Self-learning: HNS organs, by nature, have the capacity to learn from the
received signals, and thus, they achieve awareness of internal and external
conditions by themselves (i.e., self-awareness).

(b) Hybrid architecture: The brain is the CPU of the HNS; however, it also allows
the spinal cord to respond during critical conditions without brain interference.
Hence, it has a hybrid power structure as a decision-making power that is not
centered in a single place.

(c) Reactive nature: The HNS and its combined activities with the other systems
(e.g., HIS and endocrine system) are always reactive in nature (i.e., response
based on the stimuli detected by the nerve cells).

(d) Self-regulate: Through decisions, the HNS initiates, maintains, and terminates
activities either actively or passively with and without human consciousness.
With this function, the HNS exhibits the trait of self-regulation.

(e) Self-healing: Though complete recovery depends on the intensity of the re-
ceived damage or injury, the HNS has an inherent quality to repair itself, and
this regeneration can be further stimulated through other external mechanisms.
Hence, the HNS, by default, has a healing capacity.

(f) Network awareness and migration: The HNS has a clear understanding of the
extent of the established network and the happenings over the network. In
addition, it is also known to form the network and guide the neurons with
different cues to place them in appropriate positions.

(g) Different communication signals at various speeds: The HNS employs elec-
tric impulses and chemical signals to notify stimuli and uses high speed and
low-speed channels to communicate and enforce decisions during normal and
critical conditions.
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(h) Receptors-effectors: The ability to use a group of different kinds of neurons
for information gathering and decision enforcement.

(i) Co-operated regulation: The HNS highlights its ability to work with other
systems and regulate the activities of the human body and other systems in
order to maintain the proper functioning of the human body.

In conclusion, the HNS is a part of the human body. It protects its own host from
damages and regulates the functions of the host individually and collectively with
other systems that exist in the host. Thus, the structure and activities of the HNS and
its relationship with other systems offers an excellent base for the architecture of IT
systems and security. The impact of incorporating HNS capabilities and features will
make security an inalienable part of a system, guaranteeing minimum operational
capability and security resilience even during critical conditions (e.g., threats).
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6 Contributions

In this chapter, the contributions of the dissertation are explained in detail. The
adaptation of the HNS is discussed in section 6.1 and implementation of the adapted
HNS, through experiments, in IoT and mobile platforms are elaborated in sections
6.2 and 6.3 respectively. During experimentation, the newly designed system will
undergo feasibility analyses and evaluation to determine implementation capability
and fulfillment of defined objectives. We conducted a feasibility analysis in IoT and
mobile device platforms for the development of prototypes and evaluations. The pub-
lications [218, 219, 221] represent the derivation of a new system architecture from
HNS functionalities and refined architecture for the experiments. Prototype imple-
mentations and evaluations in terms of resource consumption and improvements in
security for the experiments performed in IoT and Android are given in [220, 221].

6.1 Adaptation of the HNS

The adaptation of the HNS is the first contribution of the dissertation. Adaptation is a
challenging task to perform due to the inclusion of organs and functions of the HNS.
The brain performs several operations simultaneously. It is a learning engine, which
learns from the signals sent by the network of nerves. The brain is the decision-
maker and regulator of all activities performed by the human body, either actively
or passively. The unique nature of this activity is that it can offer different kinds
of responses to a specific event. The brain is also a repository engine which holds
all information it encounters. The event retrieval capability of the brain depends on
the frequency of events recollection from memory. The spinal cord is a high-speed
highway for signals. It takes decisions during critical situations without brain con-
sultation. While this may seem complex, it is an elegant process. The employment
of different kinds of signals that are traveling at different speeds, employing effectors
capable of producing different types of actions based on the given instructions, and
the ability to defend and recover are some of the fascinating functions of the HNS.
These functions provide an excellent base for designing systems ingrained with self-
awareness and security, provided they are properly adapted.

The architectural design approach towards adaptation should reflect the HNS ar-
chitecture, which is neither distributed nor centralized, and its cooperative nature.
Apart from the functions of the brain, three areas should be addressed for adaptation.
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(a) Existence of different communication pathways: The HNS has two different
speed reconfigurable communication mediums: A fiber (high speed) and C
fiber (low speed), for exchange of pain signals and appropriate responses.

(b) Spinal cord: It also acts as a decision-maker in critical situations to minimize
the damage to the human body. The main point here is that the decisions
made by the spinal cord do not have any interference from the brain neither
contradict nor overwrite the brain’s decision.

(c) Receptors-effectors: Though the existence of sensory and motor nerves is
equally important in the adaptation process, effectors require additional at-
tention, particularly at the operational level. The reason being that the brain
and spinal cord use the same effector to produce different output through their
instructions, for instance, changes in the amount of strength and force in the
movement of body parts.

Architectural level changes in the system design are necessary in order to include the
HNS components and address the three points listed above. Furthermore, the system
should retain the HNS capabilities even after severe refinement based on the target
field of implementation. This is explained in two cases. In case 1, computer security
as a target area, desktops and laptops are capable of hosting entire functionalities and
components of the HNS in stand-alone architecture. Under client-server architecture,
desktops and laptops can be the host for nerve points and sections of the spinal cord
to guarantee limited autonomy, the server host brain, and other functions of HNS. In
case 2, IoT as target area, the case 1 approach cannot be applied, since RCDs are un-
able to host resource-intensive operations due to their limited resource capabilities.
The HNS-based security system should consist of individual subsystems for the
brain and spinal cord along with the establishment of receptor-effector and dedi-
cated communication. Operation-sharing is crucial for the system as it addresses
functional preservation after refinement for specific target areas. The different sub-
systems should be capable of deploying in several devices or locations, and their
actions should be coordinated through communication. The segregation of func-
tions between the subsystems should be weighed on the requirements for execution
against the offered requirements as it may vary between devices and IT application
areas. Resource-intensive and fewer resource requirement tasks need to be identified
and segregated. For instance, usage of the spinal cord subsystem alone helps to han-
dle critical scenarios. The availability of sensory functions enables the spinal cord
to independently perform learning within the deployed devices. The spinal cord can
be deployed as a whole or can be divided further. This kind of operation-sharing
mechanism will lead to the cooperation and coordination of several spinal cords with
a single brain instance. The system architecture that comes as the result of operation
sharing will be hybrid in nature as the decision making feature will be spread evenly.
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Figure 20. Overview of the HNS based system architecture

Communication similar to A-fiber and C-fiber nociceptor should be created in
order to exchange signals at different speeds and situations. C-fiber communication
should be used to carry signals during normal conditions (e.g., gather signals trans-
mission), whereas A-fiber should be used for critical circumstances (e.g., notification
of the abnormal incident). The establishment of receptors and effectors is also im-
portant, as these are used to send events and exert control over the resources. The
creation of nerve links should be generic to enforce different-natured actions. To
achieve this, crucial parameters for the deployed devices and their own execution
should be identified, segregated, and grouped to create a mechanism profile, that can
be managed automatically by the brain or spinal cord or manually. The configura-
tions that must be regulated through the profile are memory management, evaluation
process interval, type of communication and interval, category of decision, enforce-
ment duration of decisions, decision communication duration, acceptable behaviors,
and parameters for the learning process. This configuration shall be expanded further
to include parameters of different target areas.

An overview of HNS-based system architecture is illustrated in Figure 20. It
comprises three major subsystems, which in turn consist of several engines or mod-
ules to perform HNS functions. The brain subsystem (BrSS) is comprised of the
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learning engine, repository engine, and communication engine, and has the ability to
manage several spinal cord subsystems (SCSSs). The repository engine gathers the
signals that will be used by the learning engine from different SCSSs. The commu-
nication engine handles the exchange of signals and decisions between BrSSs and
SCSSs.

The spinal cord subsystem consists of the receptor-effector subsystem (RESS),
extended communication engine, learning and repository engine, and profile config-
urator. The extended learning and repository engines handle the learning and storage
of signals within the deployed device at a limited scale. Based on the implemen-
tation area, the learning engine can engage in creating behavior patterns within the
deployed devices or receiving patterns from the brain, and similarly, the repository
engine can store the latest information and purge dated information. The commu-
nication engine handles external communication with the BrSS and other systems,
and internal communication with the RESS. It employs both A-fiber and C-fiber for
different situations. The RESS of the SCSS consists of an enforcer and controller
that are responsible for the regulation of activities. For instance, the communication
controller observes and regulates the activities taking place in the communication
medium. The main advantage of HNS adaptation is the guaranteed threat resilience
through hybrid architecture that ensures a rapid reaction against incidents and en-
hances system operations.

6.2 Enhancement of security in 0T using the proposed
HNS architecture

The second contribution of this dissertation is the implementation of the proposed
HNS-based security system architecture in IoT, particularly to handle internal attack
cases through experiments. These experiments explored the possibilities of imple-
mentation feasibility together with the required changes in the proposed architecture.
RCDs, the foot soldiers of IoT applications, engage in sensing and information ex-
change. Edge routers manage the foot soldiers and maintain the communication with
external networks. Hence, the architecture should be refined to prevent a heavy toll
on RCD resources.

6.2.1 Assumptions

Before proceeding further on the details of architecture refinement and implementa-
tion, assumptions that were made for this study are listed below:

(a) Assumptions on edge router: It has sufficient processing power to configure
and maintain the network-wide cryptographic keys and storage capacity for
storing contextual data and reported activities. The edge router is a fully se-
cured unit and the probability of realizing unauthorized access is exceedingly
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unlikely.

(b) Assumptions on loT network: The network is secured with AES-128 cryptog-
raphy to prevent external attacks. Furthermore, the implementation assume
that the network operations are secure at the beginning to learn the proper be-
haviour of nodes and their characteristics.

6.2.2 HNS-based architecture system design

The proposed HNS-based architecture is employed to design and implement the
temperature-monitoring application with anomaly-based IDS. The objective of the
application is to monitor and report the temperature in the designated areas and to
protect the network from insider attacks. The IDS implementation enables nodes to
monitor their child, 1-hop neighbors’ behavior, and identify discrepancies through
their network activities (e.g., packet size and data rate). All the gathered information
is stored and analyzed locally within the respective nodes without any communica-
tion with other nodes. Communication with the parent node occurs only during noti-
fication of changes (inactivity, malicious activity, and new neighbor appearances) in
the neighborhood. A new ICMPv6 based control messages, called Distress Progpa-
gation Object (DPO), is used for reporting changes in the network, and the exchange
of observed temperature information through UDP messages.

Under operation sharing, both nodes and edge routers should perform HNS func-
tionalities, and thus, IDS require the compulsory participation of every node in the
network. Since IoT devices are resource-constrained in nature, BrSSs and SCSSs
should be simplified for edge routers and nodes, respectively. BrSS and SCSS retain
their core components (e.g., controllers, profile, repository, and communication), but
the names are changed to reflect the current implementation domain. The modified
version of SCSS for RCDs specifically for IoT networks is presented in Figure 21.

The SCSS of the node is composed of three subsystems along with a profile
and repository to detect an anomaly. These three subsystems carry out their func-
tions independently without affecting others’ operations. These are the monitoring
and grading subsystem (MGSS), isolation subsystem (ISS), and reporting subsys-
tem (RSS). The MGSS consists of information acquisition, and information analysis
phases. In the information acquisition phase, the crucial details, like payload size,
sender information, destination information, message type, and received timestamp,
are extracted from the received packets, and appropriate data are derived from them.
These derived data are compared against previously stored assessments of the same
node in the information analysis phase. If any changes in pattern are identified, re-
spective constants and flags will be changed. Finally, the assessment will be made
on the constants, flags, and given profile configuration. The derived data, constants,
and flags are stored temporarily in the node’s data store.

Incident reporting and purging phases are part of the RSS, and their operations
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Figure 21. |oT specific refined version of spinal cord subsystem (SCSS) for RCDs

exclusively rely on the flags and constants manipulated by the information analysis
phase. The anomaly-marked assessments are identified and sent to the parent node
as incidents. A set of previously observed behavior will be purged on certain prede-
fined intervals on a node-by-node basis due to the node’s memory constraints. Node
isolation of ISS is responsible for enforcing a communication ban on a node that
fails to exhibit normal behavior. During packet inspection, it will verify the anomaly
assessment with respective flags and constants for the corresponding node before al-
lowing packets to the upper layers or discarding them.

Profile configuration consists of incident reporting intervals, subsystem execu-
tion, group grading, repository size, rating ranges, threshold window, and grading
tolerance. It also specifies the duration of the communication ban. The profile con-
figuration settings, optionally, can contain normal behaviors in the form of infor-
mation related to the frequency and the size of data packets, control packets and
employed cryptography techniques. Data and control packets information can be
provided manually or the system can learn through observation, but the employed
cryptographic technique should be given manually. Profile configuration can be de-
fined on a node basis or for the whole network manually during programming or
from edge-router. The primary objective of profile parameters like group grading
and threshold window, is to reduce false positives, as anomaly detection systems
generate false positives due to the lack of normal behavior awareness and variable
network behavior. The rating range and grading tolerance parameters provide flex-
ibility during the assessment. This flexibility offers additional time for a legitimate
node, to correct the behavior, which may be raised due to genuine incidents like
loss of packets or self-restart after an error in execution. Abnormal behavior due to
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power issues in legitimate nodes is also considered as an anomaly. If it is not self-
correctable, say after the auto restart and the problem continues after the restart, it
will be taken as an anomaly since the power issue is real and requires manual inter-
vention to replace the energy source.

Edge routers receive notifications from nodes, process and correlate the received
notifications, and make decisions based on them. The intermediary, subroutine, API,
and data store modules form the BrSS of the HNS in edge router. The API module
provides information services (e.g., reports on temperature and abnormal incidents)
to the remote end-users. The subroutine performs the core functions (e.g., anomaly
deduction and data correlation). It is responsible for the maintenance of a list of
active nodes in its own network. The correlation function is executed on predefined
intervals in order to verify consistency in the received data, notifications and network.
If an inconsistency is reported by a non-parent node, the edge router will verify the
reports of all neighboring nodes of the node that exhibited inconsistency. If the ab-
normal incident notification of a node comes from the parent node, the edge router
makes an immediate decision, provided that the node’s position information from all
neighbors is satisfied. The SCSS in the node enforces a communication ban quickly
and temporarily, whereas a BrSS will decide on making the ban permanent. Inter-
mediaries act as communication engines and facilitate the exchange of information
between the nodes and edge routers. They also manages the storage of information
reported by nodes.

012345678901234567890123456789¢01

Figure 22. DPO message format

A new set of ICMPv6 control messages called Distress Propagation Object (DPO)
was developed with the primary purpose of communicating network changes, behav-
iors, and decisions between nodes and edge routers. The notable features of the DPO
are unicast, delivery of multiple payload objects, and reactive communication (i.e.,
nodes will disseminate DPO messages only to notify the changes without the edge
router request). Thus, it reduces traffic congestion and resource consumption in the
network. DPO messages can carry neighbor information object (NIO) and observed
neighbor information object (ONIO) as payloads.

The base format of the DPO is shown in Figure 22. The RPLInstancelD and
version number field contain a network instance identifier and DODAG version, re-
spectively. The flag field determines the type of payload, and the values of the flag
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Table 7. Payload type and flag value

Payload type Flag
Neighbor information 1
Inactive neighbor information
Anomaly in contextual data
Anomaly in control messages

LN

field are given in Table 7. When a node receives DPO, it will check the RPL instance
ID and version number to determine the message originated from the same network.
If the match fails, it will discard the packet. Then it will check the flag field to de-
duce the message type. If the flag contains values other than predefined values (see
table 7), the packet will be discarded. The NIO payload is used to notify neighboring
nodes’ information to the parent node. The ONIO payload is used by the nodes to
propagate the inactive neighbors and anomaly information messages. The NIO and
ONIO payload formats are illustrated Figures 23 and 24, respectively.

01234567890123456789012345678901

| RPLInstanceID | Version no. | Flag | length

Figure 23. Neighbor information object (NIO) payload format

A neighbor information message is used to propagate the NIO payload contain-
ing information pertaining to the neighbor nodes and the parent node. The MAC and
LocalScope IP fields of NIO contain a MAC address and link-local IPv6 address,
respectively. The pFlag field determines the node’s parent status with respect to the
sender node, and the payload length field holds the number of NIOs in the payload.

01234567890123456789012345678901

| RPLInstanceID | Version no. | Flag | length

Figure 24. Observed neighbor information object (ONIO) payload format

An inactive neighbor information messages disseminate the ONIO payload to
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notify the parent node about the inactivity of a node that was an active neighbour and
has not been communicating. The functions of MAC and LocalScope IP fields are
similar to the NIO payload. This DPO message mandates acknowledgment from the
root to confirm reception, as unauthorized removal and physical confiscation might
be troublesome causes for network operations, apart from issues of mobility or power
exhaustion.

An anomaly information message also uses the ONIO payload and carries the
details of nodes that exhibited abnormal behavior. The flag field determines the type
of anomaly. Unlike inactive neighbor information message, anomaly information
message does not elicit any acknowledgment from the root. The reason behind this
nature is due to the type 3 DPO message that specifically handles the anomaly in
contextual data. These type 3 DPO messages can be disseminated from nodes to root
and vice versa. The nodes will assess the whole packet based on the profile configu-
ration, say, frequency and size of data packets, to determine an anomaly. They cannot
open the received encrypted packets to compare the received data as the parent or the
forwarding node function may be different from the sender node and may tax addi-
tional energy consumption. The identification of anomalies, at the data level, for the
contextual data is executed at the edge-router during the data correlation process.

6.2.3 Implementation and evaluation

The temperature monitoring application is implemented using Contiki OS in both
test-bed and simulation environments. The 6LoWPAN network is created using Con-
tiki OS. The Cooja simulator is used to create a simulation environment. For test-bed,
Z1 motes are used as nodes and the combination of PandaBoard and Z1 mote is used
as an edge router. Two types of hardware are used for the edge router to fulfill two
primary operations:

(a) Communication with the external network: PandaBoard acts as a Wi-Fi transceiver
and Ethernet port to establish a connection with normal IP networks, but it
does not have an IEEE 802.15.4 compliant transceiver for 6LoWPAN network
communication.

(b) Communication with the 6LoWPAN network: 7.1 mote has an IEEE 802.15.4
radio transceiver for 6LoWPAN network communication.

Hence, Z1 mote is connected to PandaBoard through a USB interface in order to
enable PandaBoard as a proper gateway between 6LoWPAN and IP networks.

Since the IDS operation relies on the 6LoWPAN network, the 6LoWPAN com-
munication stack is customized by introducing IDS subsystems. RPL protocol is
modified to include DPO messages. It has codes to identify DIO, DIS, and DAO
messages. Similarly, DPO message codes 0x04 and 0x05 are included in order for
RPL to recognize them. In simulation, two different network topologies are used for
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evaluation — 20 nodes in the first network and 50 nodes in the second network, with-
out root. The nodes are positioned in the network as such that each one will have at
least three to five neighbors.

Three attack cases: selective forwarding, packet flooding, and clone attack, and
two resource requirements: energy and memory, are studied during evaluation. In
clone attack evaluations, identical copies of a legitimate node are introduced in the
two different regions of the network as a malicious node. Neighboring nodes dis-
seminated DPO with NIO payloads containing malicious node details to the root
to inform them of the presence of a new neighbor, the newly introduced malicious
node. The edge router’s subroutine, a part of the BrSS, detected the inconsistency in
the network as expected within 10-15 minutes after the malicious nodes’ introduc-
tion due to the existence of three nodes having the same identity.

A malicious node used to discard the packets of a specific neighbor is pro-
grammed and introduced to the network for selective forwarding attack evaluation.
As usual, the malicious node’s neighbors propagated the NIO payload to the root.
The edge router detected and raised alert of unreported inactivity inconsistency in
the network due to the inexistence of communication with an active legitimate node
in less than 10 minutes. For a packet flooding attack, four malicious nodes capable
of transmitting 300 to 1200 packets per second are placed in different parts of the
network. Neighboring nodes accepted packets from malicious nodes due to the un-
availability of normal behavior, but they enforced a communication ban on malicious
nodes in less than 25 seconds and dispatched an ONIO payload to the edge router in
order to notify the system of abnormal changes in the network. In addition, the im-
plemented temperature monitor application also displayed remarkable performance
in memory and energy consumption. The occupied memory of 3315 bytes of ROM
and 864 bytes of RAM is meagre for HNS functionalities, and when compared with
similar approaches, it ranked among the lowest. In terms of energy, it introduced an
additional 3.4 mJ consumption for every DPO message exchange.

Apart from the achieved results, based on our proposed HNS architecture, the
implemented IDSs displayed notable features:

e Hybrid architecture: The concentration of decision making in resulting IDSs
is spread to every device in the IoT due to the compulsory participation results
in the hybrid architecture, which are similar to HNS architecture.

e Guaranteed threat resilience: Protection against threats by node without edge
router involvement.

e Reactive nature security: Nodes actively assess the behaviors of their children
and neighbors and react instinctively after the discovery of abnormal behaviors
including nodes’ disappearance due to mobility.

e Network fingerprinting: Knowledge of network changes and the positioning
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of nodes by the edge router without any location information hardware (e.g.,
geolocation).

e Low network congestion: the employment of a reactive type of communica-
tion and destination-oriented unicast messages rather than initiator-responder
communication. Broadcast and multicast type of messages result in the few
news messages in the network.

e [ earning and grading: Helped to reduce false positives and prevent the loading
of behavior information about RCDs.

e Self-regulation: Nodes engaged in regulating the network activities themselves
during threat cases (e.g., packet flooding).

e Cross-layer design: HNS functions are spread between different layers of the
communication stack to prevent execution of unnecessary operations (e.g.,
packet processing).

The BrSS refinement of the edge router allowed it to understand the changes in the
network, behaviors of the nodes, decisions enforced by the nodes under attack con-
ditions, location of a node at any given point of time, and regulate activities through
personal decision enforcement. SCSS refinement specifically for RCDs proved that
they can engage in functionalities similar to the spinal cord by taking decisions dur-
ing critical times, even with little resources. In conclusion, the proposed HNS-based
architecture is feasible to implement in a low-resource-available environment with
negligible overhead. Additionally, the architecture offers security and self-awareness
as a part of the system and works along with other security implementations.

6.3 Enhancement of mobile device operations through
platform customization using the proposed HNS ar-
chitecture

The third contribution of this dissertation is the implementation of our proposed HNS
architecture in the mobile platform. The primary objectives of this implementation
are to investigate the implementation possibilities of the proposed HNS architec-
ture in mobile platforms and to enhance device operations and security. The aim of
this contribution is to implement brain, spinal cord, receptor-effector, and voluntary
control functionalities of the HNS architecture in the form of an access control sys-
tem (ACS). The ACS regulates access requests to the resources in order to prevent
unauthorized accesses, possible abuses, and exploitation. Since the ACS requires re-
source(s) to act, the identification of resources, exploitations and possible repercus-
sions should be carried out before refining our HNS architecture specifically for ACS
in the mobile platform. Furthermore, the limitations of the implemented security
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mechanisms in mobile platforms should be studied in order to identify and mitigate
possible exploitation and abuse prior to the refinement of the proposed HNS architec-
ture for ACS. The limitation study will also help to establish a relationship between
implemented security mechanisms and HNS-based ACSs. Android is chosen for
this study and will be customized for HNS architecture-based ACS implementation.
HNS-based ACS is called CoDRA, which stands for Context-based Dynamically
Reconfigurable Access control system for Android.

6.3.1 Limitation of implemented security mechanisms

Android relies on sandboxing and permission model mechanisms for restricting ap-
plication activities. Sandboxing restricts the application activities within a confined
space and the permission model enable applications to access the device functional-
ities in the form of permissions.

Open and unsecured resources: Several device resources are open and unse-
cured, as they seem to possess low or no risk through Android. However, they can
be exploited by adversaries to perform user and device fingerprinting. Fingerprinting
allows adversaries to gain knowledge about the behavior and designing unique threat
models to target specific users or groups. There are several ways to perform finger-
printing, including a) analysis of USB connections, b) data from open and least/no
secured resources, and c) list and categories of uninstalled and installed applications.

Though some of the resources are protected with permissions, they are not con-
sidered dangerous. Unregulated access to open passive sensors, least or non-secured
resources may result in serious privacy violations and security breaches. For in-
stance, unrestricted access to open passive sensor information results in the deduc-
tion of location and trails of user activities like jogging and walking [213-216].

Abuse of permission verification: Due to the introduction of runtime permis-
sion revocation, application crashes become unavoidable. In order to overcome this
abnormal incident, Android introduced permission verification methods (e.g., check-
CallingPermission() and checkSelfOrCallingPermission()) [217]. Android recom-
mends using these methods to determine the access right status prior to resource
access. The possibility of abusing these verification methods is very likely and can
be exploited (e.g., permissions over claiming) to force users to grant access to their
devices in order to use the application.

Classification and runtime permission revocation: Android classifies permis-
sions under different categories (see subsection 3.2.2) based on individual assess-
ments. For instance, READ_CONTACTS permission is categorized as dangerous as
it exposes the list of stored contact information, whereas ACCESS_WIFI_STATE en-
ables applications to gather network-related information such as access point details,
security protocols, and IP addresses, and it is labeled as normal. With open sensor
information and a combination of location service provider and network informa-

69



Nanda Kumar Thanigaivelan

tion, applications are able to accurately determine user location details and activities
without location permission(s), which are necessary to obtain location information
[213, 214, 215].

Runtime revocation of permissions is targeted to provide additional control to
users in order to regulate application activities by either allowing or confining access
to the resources at any time. Runtime revocation does not cover entire permissions,
rather, it allows the management of dangerous permissions only. For instance, AC-
CESS_WIFI_STATE permission cannot be revoked under any circumstances since
it is listed as normal. Application developers with ill intentions can overcome this
limitation by abusing permission verification methods.

6.3.2 Assumptions

Assumptions similar to the second contribution have been made for this study. Ap-
plication that access resources are considered a threat to the device functions and
user privacy. They can employ several means to access open, least secure, and fully
secured resources, and to perform fingerprinting. Consequently, fingerprinting is
assumed as a serious threat. Developers are expected to follow the programming
practices recommended for application development, but developers with malicious
intentions do not follow the recommendations. The assumptions concerning Android
and its users are as follows:

(a) The Android operating system, security mechanisms, system services, and ker-
nel space are fully trusted.

(b) Users have minimum knowledge about the device functionalities and princi-
ples (e.g., sensors and security protocols of Wi-Fi networks).

(c) Devices will not be rooted by the user.

(d) Users will not grant root privileges to any applications.

6.3.3 Architecture

The proposed HNS architecture is employed for the design and implementation of
CoDRA. The primary objective of this implementation is to actively and passively
enforce voluntary regulation on application activities and to fulfill the limitations of
the existing security mechanisms through cooperation. Android has layered archi-
tecture as shown in Figure 13. In a layered architecture, request calls travel in a
top-down or bottom-up fashion. The origin of the calls usually depends on the place-
ment of the resources and the components, which requires them to perform tasks
using resources in the architecture. In Android, resource request calls generally orig-
inate from the top layer and are sent towards the middle layer, which in turn forwards
them to the lower layer. This flow exposes possible places where the request calls
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HNS architecture should be refined to fit into Android’s layered architecture.
Unlike the IoT devices, mobile devices have sufficient capacity in terms of energy,

computation, and storage. Two factors that require attention during refinement are:

(a) Provisions for control and configuration: Since the target is a mobile device,
users should be involved in the process. They require knowledge of the appli-
cation activities and the available provisions for regulation and configuration

of CoDRA.
(b)

Communication and cooperation with other BrSS: As a scalable feature, it

should coordinate with other mobile devices when the two are expected to

work together.
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Figure 25. Customized Android architecture with proposed HNS architecture

The customized Android architecture, illustrated in Figure 25, is ingrained with our
proposed HNS architecture. The refined HNS architecture for the mobile platform
retains the functions of the HNS. The refinement introduced the third category of
response, returning spurious information against request calls, in addition to the typ-
ical binary responses of allow and deny access. The BrSS consists of synchronizers,
a repository, and a control panel where as the handlers, monitors, and enforces form

the SCSS of CoDRA.

Monitors and enforces are the RESS of SCSS. They play a critical role in the
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CoDRA by exposing the established observation and control links as policies. For
example, a package monitor and enforcer expose observation and control links to
regulate activities like the installation and uninstallation of applications. The sensors
monitor and enforcer exposes links to regulate access to active and passive sensors
(e.g., camera, accelerometer, and gyroscope). Through the established observation
links, it can track the details and nature of request calls and execute responses through
control links. Monitors and enforcers are designed in such a way that they will act
on request calls after they pass through Android security mechanisms successfully.
Handlers act as a conduit and aggregator for exposed links. They are responsible for
communication responses to the control links, which respond to the calls by allow-
ing, terminating, or returning fallacious data.

The control panel provides Ul and exposes CoDRA’s application activities and
configuration. Synchronizers act as liaisons and decision-makers, that connect han-
dlers with the control panel and repository. Synchronizers also enable the control
panel to perform operations that are restricted by Android security mechanisms, as
control panel operates from the application layer. Synchronizers accept request calls
only from the control panel. On the SCSS, synchronizers receive intercepted request
calls from handlers and return the decisions as responses. The repository acts as a
data storage that holds the application’s observed activities including its nature and
the enforced decisions.

6.3.4 Policy design and enforcement classification

Policies are the links exposed by the RESS in order to regulate and exert control over
the links. They are crucial for CoDRA, since it is an ACS based on the proposed HNS
architecture. The efficiency, effectiveness, and usage of the ACS is determined by
the policies. Three factors should be established prior to the policy design process:

(a) Identification of source: Origin, where the calls are initiated, and the features
that help to establish the identity of the origin.

(b) Target: Generally, resources available in the devices are the target, which needs
protection. The resources can be stored information or hardware used to gen-
erate information.

(c) Different ways to reach the target.

CoDRA policies are designed on the basis of context. The definition of context may
vary as it depends on the system and it will affect the definition of the system (e.g.,
the RBAC). In ACS, primarily the environment and identification of an entity will be
used as context. In CoDRA, context is defined based on the attributes or features of
an entity rather than the environment or other factors.

The policies are associated with the operating environment of an entity in an
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Figure 26. Classification of resources and their features in CoDRA

environment-based context, whereas in CoDRA, policies are associated with the at-
tributes (i.e. features) and operations that can be performed or used by an application.
The environment can also be used as an attribute in some cases, for example, mod-
ified time and GPS coordinates of resources. This will result in the establishment
of highly refined policies for CoDRA. The information and hardware components
of mobile devices are collectively referred to as resources. Key characteristics of
resources are identified and classified as features. These features are used as the base
for the creation of context-based highly granular policies. A partial list of resources
and their related features is graphically illustrated in Figure 26.

Android activities are classified into two groups: system level and application
level, and policies are congregated accordingly. System-level activities are opera-
tions that affect the entire device’s functions. Application-level activities correspond
to the operations performed by the application. For instance, a) accessing contacts
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and sensors are application-level activities and b) application installation and Wi-Fi
association are system-level activities. Application-level policies are ineffectual in
the regulation of system-level activities (e.g., the outcome of the application instal-
lation process determines the existence of an application).

The classification of enforcements is determined by the type and activity. System-
level activities are regulated through system-wide enforcements, and application-
wise enforcements control application-level activities. Enforcements are groups based
on type: static and dynamic, in order to cover open and least-secured resources. The
dynamic enforcement approach establishes policies during initial access request. It
will verify the links’ existence prior to creation. In the static approach, policies are
established for secured resources only, and the verification of policy existence is un-
necessary. Both approaches are used in CoDRA for policy establishment to regulate
every resource.

6.3.5 Implementation and evaluation

CoDRA implementation follows a layered architecture similar to Android architec-
ture. The Android code base is customized and embedded with CoDRA components.
The languages used for the implementation are C and Java. Control panels imple-
mented using Java and core components are implemented using both C and Java
languages. All CoDRA components, except control panel, are positioned in the An-
droid’s services and libraries layer. The monitors and enforcers intercept the request
calls through the established links. Upon device boot, CODRA establishes links to
the resources and creates a repository for the management and storage of policies in
the system partition. A common format for system-wide enforcements and a com-
mon structure for application-wise enforcement will be created, during the repository
development, based on the established template (refer section 6.3.4). By default, the
created policies status is set to active.

The application-wise enforcement template can be modified through the control
panel. The CoDRA creates an individual policy structure for every application dur-
ing installation from the application template. During installation, the process will
be suspended and the information of the application: the UID, package name, and
required permissions, are collected. Individual policy structures are created using
the collected information, and the suspended process will be resumed after policy
structure establishment.

The established observation links intercept the request call and forward the infor-
mation: UID, USERID, package name, requested resource, and its feature, to han-
dlers. The handlers, in cooperation with the synchronizers, determine the policy state
and return the status decision. The control links return the status: originally requested
information, spurious information, or deny access, to the application. System-wide
restrictions handle activities such as network association, application installation,
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and user creation. Application-wise restrictions handle application-related activities
through static and dynamic enforcements. CoDRA is fully integrated with the An-
droid multiuser feature. With this integration, CoODRA allows different sets of policy
structures and configurations for applications in different user accounts in Android
mobile devices.

The control panel is implemented as a system application that comes as a part
of the Android OS. Tab-based screen navigation Ul is provided for the management
of CoDRA. Four tabs are designed to access the configurations of system and user
applications, device policies, and application policy templates. Control panel enable
the users’ to change the status (i.e., enable and disable) of the policies easily since
each of them are implemented in the form of switch button (see Figure 27b). The
test-bed environment is created using Nexus 5 and Nexus 9 devices, and the cus-
tomized Android is installed in those devices for evaluation. More than 50 popular
applications like Facebook, WhatsApp, Twitter and Snapchat, are used for evaluation
purposes under real-time use cases. The evaluation of CoDRA is carried out in terms
of policy granularity, enforcement of policies and operational overhead.

To determine the fine-grained nature of CoDRA policies, it is compared against
the policies of the Android security mechanism, since one of the CoDRA’s objec-
tives is to fulfill the limitations of the implemented security mechanisms. The policy
granularity of Firefox in Android and CoDRA is presented as screenshots in Figure
27. These two figures clearly highlight the difference in the degree of granularity
and refinement of policies in CoDRA and others. Wi-Fi association is used as a case
to assess the policy’s refined nature in handling system-level activities. Wi-Fi as-
sociation activity is regulated in CoDRA through the employed security protocols,
passphrase strength and whitelisting networks. Wi-Fi policy configuration from the
control panel is given in the screenshot in Figure 28a. Entire applications were
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Figure 27. Firefox application policies: (a) Android settings and (b) CoDRA settings (partial list)
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Figure 28. Wi-Fi association policies: (a) from control panel and (b) WPA2 association denial from
Wi-Fi settings

executed with full restrictions and their resource request calls were captured, cate-
gorized, and stored under respective groups, such as Wi-Fi sensors, call logs, and
Bluetooth. All possible broadcast events, like power, package, screen, and USB,
were also logged. The Wi-Fi policy was set to restrict network association with all
except the EAP and to remove the WPS. CoDRA successfully enforced the Wi-Fi
policy and the network association screenshot is given in Figure 28b.

Application installation policies were set to prohibit installation from every source
including Google Play. CoDRA prevented installation and returned its own error
code (-125) denoting restricted activity. Since application restrictions were fully acti-
vated, resources should not be assessed by any applications. Applications that access
active sensors (e.g, camera) and passive sensors (e.g., gyroscope and accelerome-
ter), and also employ broadcasts were executed for verification. During execution,
the sensors and broadcasts access request from these applications were returned with
spurious response such that they won’t either crash or stop the execution. The screen-
shots of Opencamera and Androsensor applications are presented in Figure 29.

An important event was observed during the evaluation: none of the applications
crashed or failed to execute due to the enforcement of full restrictions, but crashes
were detected when permissions were denied in the Android security mechanism.
To calculate the additional execution overhead introduced by CoDRA, the same ap-
plications and test cases were executed in stock Android. CoDRA introduced an
additional execution time of 1-20 milliseconds for the completion of every resource
access request, which was meagre and unnoticed during usage. The additional ex-
ecution time introduced by CoDRA for the execution of different resource access
request is given in Table 8.

The memory requirement is directly related to the number of installed applica-
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Figure 29. Broadcast, active and passive sensor access denial: (a) camera denial for
OpenCamera app and (b) passive sensors and broadcasts denial for Androsensor app

tions and user accounts in the device. At the initial stage, it consumed about 800 kB
for device policies and the application-wise policy template. For every application,
5 kB to 9 kB were occupied, and further, an average of 5 kB were used for every
user account. The memory requirement is exceedingly insignificant when compared
against the CoDRA operation functionalities. In addition, mobile devices have at
least 8 GB of internal storage, making the memory requirement of CoDRA infinites-
imal.

Table 8. Execution overhead results (ms) for the average of 100 invocations

Resources Stock android Customized android
Allow Deny or return

specious infor-
mation

Contacts 19.1654 28.5018 19.6989

Light sensor 7.1477 23.0150 19.3518

Location 10.5635 11.2263 11.1983

Wi-Fi information 1.3018 11.5942 9.5069

Camera 114.8567 129.5871 126.1546

Broadcast registration | 22.1222 2.0396 22.0018

This experimentation in Android platform, therefore, proved the implementation
capability of our proposed HNS architecture in mobile platforms and the fulfillment
of its objectives, namely, the enhancement of device operations and security through
cooperation with other security mechanisms.
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7 Publication Summary

This chapter provides a summary of the original published research articles presented
in the original publication section.

7.1 Publication I: Towards human bio-inspired defense
mechanism for cyber security

In this publication, our inspiration was found in the human biological system. Our
intention to apply the biological system in the field of cyber security to strengthen it
from the design phase is presented clearly. The human nervous system, being one of
the complex systems in the human body, inspired us greatly through its seamless flow
of processes in executing operations. The functions and structures of HNS organs,
especially the brain, spinal cord, events observation, respective response generation,
and pain system, and its relationship with other internal systems of the human body
are thoroughly studied. These structures and functions offer an excellent base for
the system with in-grained self-awareness and guaranteed threat resilience. The ba-
sic functions, sensory, integration, and motor, are identified, along with the crucial
phases, operation sharing and communication and receptor-effector establishment,
which required caution during the adaptation of HNS functions into the field of cy-
ber security. Through this study, a new security system architecture was derived from
the HNS and was proposed for IT systems and security. The proposed architecture
has a brain for decision making, learning, and storage, and a spinal cord for signal
exchange and decision making during critical cases. Inclusion of similar components
resulted in spreading the decision making capability reflecting the HNS. The primary
objective of the proposed architecture is to employ security as an element (i.e., an in-
tegral part of the system itself).

Author Contribution: The ideation of concept, the study of the HNS, and the
theory of HNS usage in cyber security were performed by Nanda Kumar Thanigaive-
lan, who is also the main contributor, author, and presenter of the publication at the
conference , under the supervision of Dr. Ethiopia Nigussie, Dr. Seppo Virtanen, and
Prof. Jouni Isoaho.
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7.2 Publication Il: Distributed internal anomaly detec-
tion system for the Internet-of-Things

This publication explores usage of the proposed HNS-based architecture from the
previous publication in the IoT field. Here, the proposed architecture is refined, and
a system design is developed from the refinement in order to create an anomaly-
based intrusion detection system for IoT network security. The IDS is tasked with
monitoring the 1-hop neighbor nodes’ activities, reporting their abnormal behav-
iors, and networking changes due to factors like mobility and physical confiscation.
The roles and functions are divided between the edge router and the nodes, and the
placement of the IDS subsystem among those devices is clearly defined. Commu-
nication between the IoT devices is established using a new ICMPv6-based control
message, which employs a reactive type of communication rather than the usual
request-response communication pattern.

Author Contribution: The main idea was developed and presented in the pub-
lication by Nanda Kumar Thanigaivelan, who is also the main author, under the
guidance of Dr. Ethiopia Nigussie, Dr. Seppo Virtanen and Prof. Jouni Isoaho.

7.3 Publication Ill: Hybrid internal anomaly detection
system for the loT: Reactive nodes with cross-layer
operation

This publication presents the exploration of the implementation capability of our
proposed architecture and the fulfillment of objectives in the IoT through the de-
velopment and implementation of a temperature-monitoring application. The aim
of this application is to monitor and report the temperature in the designated areas
and protect its own network from internal attacks. The IDS, which will be part of
the temperature-monitoring application, is implemented using the design proposed
in Publication II. An edge router programmed to execute brain functions and nodes
will utilize the spinal cord system. Nodes will learn and establish normal behavior
through monitoring neighbor activities to track the presence of nodes in the neigh-
borhood, report to the edge router and enforce a communication ban on nodes that
failed to exhibit normal behavior. The edge router receives notifications on network
activities, performs data correlation and threat deduction, and makes decisions. Con-
tiki OS is used for the implementation of the application, and the 6LoWPAN protocol
stack is customized for IDS implementation. The distress propagation object (DPO)
is introduced to transmit the observed changes in the neighborhood to the edge router
from the nodes through modification of the RPL protocol. For the evaluation, test-
bed and simulation environments are created. The Cooja simulator created two dif-
ferent simulation environments with two network topologies comprised of 20 nodes
and 50 nodes. For the test-bed, PandaBoard and the Z1 mote are combined to con-

79



Nanda Kumar Thanigaivelan

struct the edge router, and Z1 motes are used nodes. Clone attack, packet flooding,
and selective forwarding attack cases are evaluated along with memory and energy
consumption. Evaluation results showed that the proposed architecture reacts in-
stinctively against threats and consumed a negligible amount of memory and energy
compared to other related approaches. In addition, evaluation results also proved that
nodes can make and enforce decisions to contain the threat.

Author Contribution: In this publication, the author, Nanda Kumar Thanigaive-
lan, had the primary role in the implementation of the proposed HNS-based system
design in 10T, evaluating, and writing under the guidance of Dr. Ethiopia Nigussie,
Dr. Seppo Virtanen and Prof. Jouni Isoaho.

7.4 Publication IV: Conceptual security system design

for mobile platforms based on the human nervous
system

A security system design specifically targeting mobile platforms based on the HNS
architecture proposed in Publication I is presented in this publication. The pro-
posed HNS architecture is refined for enhancing mobile security by addressing major
changes in the segregation of operations between the brain and spinal cord, spawning
receptor-effector, communication at different speeds, placing its components in the
mobile platform architecture, and communicating with each other. Brain modules
handle learning, incidents, and decision-making apart from the storage of incidents
and decisions. The spinal cord modules manage the spawning process of receptor-
effector pairs and the enforcement of decisions through them. A separate configu-
rator offers a user interface for the management of brain and spinal cord modules.
Challenges in the implementation of the proposed system design were studied. For
instance, implementation through platform modification requires changes at the OS
level, which in turn allows greater freedom for the brain and spinal cord modules,
whereas as an application will limit the activities and resources that require protec-
tion against exploitation. This study highlights the advantages and disadvantages in
implementing the proposed system design, either as an application or through plat-
form modification.

Author Contribution: The author Nanda Kumar Thanigaivelan developed and
presented the main idea in this publication. The author will be the main contributor
and presenter of the paper at the conference under the supervision of Dr. Ethiopia
Nigussie, Dr. Seppo Virtanen and Prof. Jouni Isoaho.
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7.5 Publication V: CoDRA: A context-based dynami-
cally reconfigurable access control system for An-
droid

This publication presents the exploration of the implementation capability of our
proposed architecture in Android platform through the implementation of a context-
based dynamically reconfigurable access control system called CoDRA. CoDRA is
developed on the foundation of the system design given in Publication IV through
platform customization. The Android platform was chosen for this work due to the
availability of source code. Android has a layered architecture in which the top layer
hosts system and user applications, the middle layer consists of services, runtime,
and native libraries, and the lower layer contains the kernel and device drivers. The
middle layer is customized by introducing BrSS and SCSS components. SCSS es-
tablishes observation and control links through RESS on the device hardware and
software resources (e.g., camera, sensors, call logs and messages, and device func-
tions, in other words, application installation and Wi-Fi association through receptor-
effector pairs in order to regulate the resource accessibility of applications). These
latched receptor-effector pairs are exposed as policies. They are also used to moni-
tor and send the activities of every application to the BrSS, which makes decisions
accordingly. The decisions can be allowed, denied, or return random untrue infor-
mation against the request for accessibility. A system application is developed to
provide Ul in order to configure and manage the functionalities of CoDRA and to
understand the activities of the application through CoDRA’s recorded log informa-
tion. The test-bed environment is composed of devices, Nexus 9 and Nexus 5, are
installed with the customized Android platform and for evaluation. The efficiency
and effectiveness of the policies, decision enforcement overhead, and memory re-
quirements are evaluated by analyzing over 50 popular applications. The evaluation
results highlight the fulfillment of the objectives to controlling application activities
and ensure application execution without necessary resource accessibility. Unlike
similar approaches, the decisions are ternary in nature, which prevents the applica-
tions from forcefully granting resource accessibility. CoDRA introduced additional
execution overhead in an average of 1.5 to 20 milliseconds depending on the re-
source. Furthermore, the evaluation results showed that CoDRA occupied 800 kB
for device policies and templates, an additional 9 kB per application for policies, and
approximately 5 kB for additional user profiles. Memory requirements are meagre
compared to similar approaches, as mobile devices usually use a minimum of 8 GB
for data storage.

Author Contribution: In this publication, the author, Nanda Kumar Thanigaive-
lan had the primary role in evaluating and writing the paper on the implementation of
the proposed HNS-based system design in the Android platform under the guidance
of Dr. Ethiopia Nigussie, Dr. Seppo Virtanen, and Prof. Jouni Isoaho.
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8 Conclusion

In this dissertation, we identified and provided solutions for problems (lacking and
restrictions) in the current system design approaches, which require changes to in-
clude security as a part of a system in order to improve the overall efficiency of the
system functions and guarantee threat resilience. The IT system plays a very impor-
tant role in day-to-day activities, and the transition towards the IoT brings IT even
closer to human life. Any failure or security incident may result in privacy violation,
monetary loss, or physical harm. Hence, security becomes a crucial component for
IT systems. Unfortunately, these systems have been treated as tools rather than as
parts or components of a system.

We presented a solution to this problem through the employment of a novel bi-
ological approach. The functions of the human nervous system in actively and pas-
sively protecting the host inspired us to use the same approach to solve the problem.
The human nervous system has different organs with distinct purposes and an exten-
sive network of nerves that sense any changes in the environment, both internally and
externally. The HNS reacts against these changes to regulate and reduce the impact
on the host individually or collectively. The architecture of the HNS itself presents a
solid foundation, and has several influential features, like learning, a hybrid model,
cooperation, a reactive nature, and healing, which will enable the derivations to ac-
quire the same features. In this work, an adaptation of HNS architecture for IT
systems and security was carried out. The derived HNS-based architecture was then
evaluated using experiments, including the prototype, to prove the fulfillment of mo-
tivations and objectives defined in section 1.1.

The adaptation of HNS functions created a new architecture for IT systems and
security. The structural organization, organs, and functions of HNS were studied
thoroughly in order to become familiarized with all HNS operations, and critical
areas were identified for the adaptation process. During the adaptation process, indi-
vidual system components were created to represent similar HNS functions. These
components were grouped to form individual subsystems. The interrelation between
the subsystems and the components was created to imitate the HNS structure, thus
resulting in the formation of system architecture embedded with security.

In the first part of exploration phase, HNS architecture was employed in the IoT
domain and was refined with respect to IoT devices due to their resource-constrained
nature. The functions of the BrSS and SCSS were segregated based on resource in-
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tensiveness, and were divided between edge routers and RCDs. Thus, the resulting
architecture implicates participation from every node in the network. A temperature-
monitoring application with an anomaly-based IDS was implemented in Contiki OS.
The application monitors the temperature variations in the designated area and re-
ports the findings to the edge router. IDS was responsible for the operations of the
application, including communication activities and activities regulation, along with
reporting to edge-router. Test-bed network (Z1 motes and pandaboard+Z1 as edge-
router) and two simulation environments in Cooja were created for evaluation. Three
threat cases: selective forwarding, packet flooding, and Sybil, were employed for
the performance assessment. From the results of the test-bed and simulation envi-
ronments, the proposed HNS-based implementation demonstrated: a) reactive com-
munication and decisions, b) a hybrid architecture that allows decision-making in
every node, c) learning and grading the activities of neighbors, d) network aware-
ness, and e) instinctive rapid responses against abnormal behaviors. In addition, the
results highlighted the low memory and energy consumption when compared to sim-
ilar proposed research solutions. These demonstrated outcomes satisfied the defined
objectives for the HNS architecture-based implementation in the IoT domain.

For the second exploration phase, a mobile platform was selected, and Android
OS was chosen for the prototype design and development. The adapted HNS archi-
tecture was tailored to suit Android OS customization. An IDS was designed and
implemented based on the refined HNS architecture by enabling the RESS of SCSS
to establish and expose observation and monitor links, which were used as nerve
points for sensing changes and regulating events on every resource request call orig-
inating from the Android applications. These links were exposed as policies and
employed to regulate system-wide and application-wise activities. The BrSS makes
decisions and stores decisions along with the observed activities. A control panel
was implemented to provide an interface to the HNS-based IDS. It was implemented
using C and Java, and Nexus 5 and Nexus 9 devices were used to form test-bed en-
vironments for the evaluation. More than 50 popular applications were evaluated
under real-time usage. Evaluation results confirmed that the customized Android
acquired enhanced operational capability and security. Its augmented capability in
restricting applications from accessing resources by tracing the origin and different
accessibility means without crashing the applications was demonstrated by the eval-
uation. This also proved that it fulfilled most of the problems addressed in section
3.3, particularly cooperation among security mechanisms. The customized Android
consumed meagre amounts of memory and execution overhead for the operations of
HNS-based IDS.

Through our work, we have established that system security will increase over-
all system efficiency and guarantee threat resilience at any given time. Furthermore,
we also proved that the proposed HNS-based architecture can be refined as per the
requirements of the field of deployment and its implementation capability through
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our experiments in two different domains. In conclusion, our proposed HNS-based
system architecture is a promising solution for ingraining security as a part of the
system and enhancing overall operational capability through cooperation among se-
curity mechanisms, hybrid architectural models, operational environment awareness,
reactive natured communication, and regulation of activities.

8.1 Challenges and limitations

The human nervous system presents itself as a complex, yet eloquent, living func-
tioning system having a relationship with other systems like the endocrine system
and the human immune system to influence and control the operations of the entire
human body both physically and mentally. Our entire journey is filled with interest-
ing challenges starting from adaptation to implementation.

The primary reasons are HNS network establishment, execution of operations
and relationship with other systems. Some of the HNS functions are still a mystery.
For example, during the generation of nerve cells, they are all same and guided to
their destination using various methods. Upon reaching the destination, they evolve
themselves into different neuron cells capable of performing tasks distinctively, like
sensing, executing, influencing and repairing, to fit perfectly as per the requirements
of the destination. The causes behind this autonomous transition and perfect posi-
tioning are still unclear even after the tremendous advancement in the medical field.
A fascinating and unique trait is that HNS influences its’ own operations by influenc-
ing other systems. For instance, HNS bonded with the endocrine system that gener-
ates and releases hormones into the bloodstream to increase its ability during stress
conditions, say, threatened, and pacify its own excited state. Adapting all functions
require severe changes in the existing IT system development and security imple-
mentation. It can be theoretically executable but in practice, IT has several domains
based on the usage and area of application. Each domain has its own set of devices
that may foist certain constraints. Limiting changes in IT to narrow it down to a few
specific IT domains posed a great challenge as it directly related to the selection or
refinement of HNS functionalities for the adaptation process of individual domains.

IoT environment has devices, which have the least energy, memory and compu-
tation power, and are capable of operating unattended for a few years. The chal-
lenge we faced during the implementation is to retain the HNS functions against
constrained resource availability. This challenge is solved through sharing of oper-
ations between nodes and edge-routers. Operation sharing solved challenges such
as dynamic memory management, individual decision making and false-positives
reduction. In our mobile platform experimentation, we faced a different kind of
challenge in the form of implementation: platform customization or an application.
Each has unique advantages over the other but we chose the former than using non-
recommended development practices to establish an HNS network by dynamically
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hooking the request calls and compromising platform stability. This action restricted
the dissemination of the research outcome to the public domain as it mandated skills
for usage.

8.2 Future work

The proposed HNS-based system architecture will be extended to study its benefits
in the other domains, particularly in mobile application development and OS. Since
mobile applications enable users to access information and services through mobile
devices from anywhere in almost every I'T domain, the immediate emphasis is on the
exploration of our HNS-based architecture in mobile application development. Our
primary focus is to analyze and improve the security of the mobile device through
applications based on the principles of HNS-based architecture by addressing the
features described in section 5.4. Unlike the experimental studies presented in the
sections 6.2 and 6.3, one of the goals for this exploration is to produce tangible out-
comes, which can be publicly disseminated and used in real-time rather than confin-
ing them to research experiments. Our next focus will be on the employment of the
proposed HNS architecture in the OS to study possible benefits and improvements in
terms of increasing security and overall operational competency.
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