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This Master of Science in Technology thesis, developed in collaboration with a target company, 

focuses on increasing resilience and disaster recovery planning for a privileged access management 

tool. The research was conducted using online sources and supplemented by available frameworks and 

best practices while working for the target organization. 

The thesis explorers several critical questions regarding privileged access rights: their nature, necessity 

to secure them, appropriate protection mechanisms, and ensuring the resilience of the protection 

mechanisms during potential disaster recovery scenarios.  

The research adopts design science research methodology, commencing with a literature review of 

identity and access management. The thesis progresses by identifying and assessing possible threat, 

incident and disaster scenarios for privileged access. The research then presents the most relevant 

scenarios  and solution to enable resilience through high availability. The solutions is then evaluated. 

The research culminates in a conclusion that answers the set research questions. 

Keywords: Disaster Recovery, Privileged Access Management, Identity and Access Management, 

High Availability. 
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Glossary 

Attack Surface: Attack surface refers to all possible points and methods through which an 

attacker can exploit vulnerabilities in an IT environment. 

Brute-force attack: Brute-force attack is a trial and error method used by attackers to gain 

unauthorized access to a system. In this type of attack, the attacker will systematically try all 

possible combinations of usernames and passwords. 

Credentials: Credentials typically refer to pieces of information that confirm an identity or 

authority to access a system. 

DNS (Domain Name System): DNS is a hierarchical decentralized naming system for 

computers, services, or any resource connected to the internet or a private network. It 

translates user-friendly domain names into IP addresses. 

Framework: a security framework refers to a structured set of guidelines, best practices, and 

standards designed to help organizations manage and improve their overall security posture. 

HTTPS (Hypertext Transfer Protocol Secure): HTTPS is an extension of the standard 

Hyper Text Transfer Protocol (HTTP) used for secure communication over a computer 

network, particularly the open internet. 

Heartbeat: Heartbeat refers to a periodic signal or message exchanged between devices or 

services to confirm their operational status. Commonly used in high availability setups or 

clustering environments. 

Clustering: Clustering, refers to the use of multiple interconnected computers or servers and 

distributing the workload among the cluster nodes, which are the individual computers or 

servers. 

SIEM: Security Information and Event Management, a comprehensive cybersecurity service 

that combines security information management and security event management, where 

security data from various sources is collected, analysed, and correlated to detect and respond 

to security incidents. 

SOC: Security Operation Centre, an in-house or outsourced team of cybersecurity 

professionals, that monitor the organizations IT environment for cybersecurity events. 



 
 

 

Microservice: Microservice is a software architectural style where an application is 

developed as a collection of smaller, independent, and loosely coupled services, where each 

service is focused on a specific task and is able to communicate it to others. 

Malware: Malware, short for malicious software, is any software designed with malicious 

intent to harm or exploit computer systems, networks, or users. Common types include 

viruses, worms, trojans, and spyware. 

Phishing: Phishing is a cyber-attack where the attackers use deceptive emails, messages, or 

websites to trick individuals into revealing their credentials. 

Microsoft Azure Active Directory: Microsoft Azure Active Directory is a cloud-based 

identity and access management service that provides authentication, authorization, and 

identity management. The service is currently undergoing a name change to Entra ID but will 

be referred to as Microsoft Azure Active Directory or AAD for short. 

On-premise: On-premise is a traditional computing model where the organization owns and 

maintains the computing infrastructure and software. 

Proxy: Proxy is an intermediary server that acts as a gateway between client devices and the 

end system. 

RDP (Remote Desktop Protocol): RDP, Remote Desktop Protocol, is a proprietary protocol 

developed by Microsoft to allow users to connect and control remote computers or virtual 

machines over a network connection. 

SSH (Secure Shell): SSH stands for Secure Shell protocol, which is used for secure 

communication remotely over an unsecured network. 

Software as a Service: Software as a Service is a cloud computing service model where 

software applications are delivered over the internet. Users access a third-party provider's 

service, eliminating the need for the organization to manage and maintain the service. 
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1 Introduction 

Today’s business environment is complex and it will inevitably become more complex as new 

emerging technologies are added to the compounded collection of information technology 

systems. The drive towards more complexity will only grow as European Union has set a 

strategy to become the leader in data-driven technology. This data has to be protected in 

businesses.  As business is no longer possible without various IT systems within an 

organization, the need to protect them only grows. The basic IT functions of businesses is to 

deliver and maintain productive and secure systems to create value through enabling other 

departments. Identities, authentications and authorizations must be managed in order to 

operate these IT systems in a secure manner, which is the main purpose of identity and access 

management. Identity and access management activities are considered mainly as preventative 

approach to security and controls, compared to detective or responsive methods, which both 

are usually part of operational information security. Preventative methods mainly enforce 

policies and counteract security breaches before their presence in the system. Detective and 

responsive methods fight to identify and alleviate a security breach that has or is already 

occurring. The contemporary preventative measures against a possible breach through the lens 

of IAM include: Strong and secured user authentication, up to date authorization, sufficient 

logging of access, timely de-provisioning and user credential management, and lastly 

governance and compliance on a continuous manner. [1] 

This thesis was written in collaboration with target company, to create documentation 

for high availability and disaster recovery for a privileged access management tool that is 

being implemented and not yet fully functional. The work is part of the organizational identity 

and access management posture and was a relevant need for the target company. 

The research sources for the thesis were searched for using online sources from 

Google Scholar and UTU Volter databases. In addition to these, the thesis will leverage 

available frameworks, within the intellectual property rights of the target company’s own 

sources and existing protocols/frameworks in identity and access management. Thesis was 

written using an agile approach, having weekly checkpoint iterations with the assigned 

supervisors. 
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The main research questions to be answered by this thesis are:  

 What are privileged access rights?  

 Why should privileged access rights be secured? 

 What type of protection mechanisms can and should be applied to them? 

 How the resilience of these protection mechanisms is ensured in case of a disaster? 

 

These research questions are to be answered in this thesis by using design science research 

method and following the guidelines of design science. The thesis will begin with a literature 

review of identity and access management and the resources accessed are to be no older than 

ten years old to ensure the information reflects modern IT infrastructure. However some of 

the principles and cited sources are older, but still reflect current environment due to their 

strength in adaptivity to modern information systems.  

The thesis will continue by defining the problem scenario which design science artifact must 

be created for. After outlining the scenario, the artifact will be implemented and results will 

be evaluated according to design science principles. 

The thesis will end with a conclusion of the research, where the research questions are 

explicitly answered. 

1.1 Research Methodology 

Information technology is the subject area for the thesis, which provides an opportunity to use 

design science research methodology. The methodology is used, when creating new 

organisational and technical procedures. Design science is a prescriptive research approach to 

connect design and actions. It mainly consists of researching a topic, prototyping a solution 

for a problem, and creating a design to partially or fully resolve the problem. Therefore, 

design science enables and provides the researcher with an opportunity for observing a 

phenomenon and creating improved designs resolving identified problems. Design science is 

inherently a problem solving process, which requires the creation of an innovative, and 

purposeful solution. The design science process is defined by the connections between 

research and the knowledge base of the research. The main focus is creating a connection 

from information in the existing knowledge base with the design science research 

methodology to purposeful artifacts, which serves a specific purpose. Usually and in this 

research, this is carried out in an organizational environment. [2] This thesis is done in 
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collaboration with a target company, which creates a possibility to use design science research 

for existing practical engineering problems at the target company. 

1.2 Methodology Application 

This thesis will be following the guidelines set by Hevner et al. [3] In their article on design 

science in information systems research, as it will provide a good framework for this thesis’ 

research questions. There are seven guidelines outlined by the article, that describe the way of 

working in design science. First is to produce a viable artifact in the form of a construct, a 

model, a method, or an instantiation. The subject of this thesis is to produce a model for 

disaster recovery in privileged account management tool in an enterprise environment (for 

target company), which would satiate the first guideline. Secondly the problem relevance, the 

problem should be relevant to the business for the need of design science. The problem is very 

relevant for this thesis, as privileged account management is considered the most important 

aspect of IAM in the target company as well as in many other organizations. The third 

guideline is design evaluation, this thesis will state the utility, quality and efficacy of the 

designed artifact in a chapter that evaluates the completed work. Fourthly the design science 

research must provide clear and verifiable contributions in the areas of the design artifact. The 

fourth point can be considered achieved, as security guidelines in the target company requires 

that a service recovery plan is created and the research artifact contributes clearly to the 

required document. Fifth guideline is the research rigor, where it is stated that rigorous 

evaluation and construction methods must be used on the artifact. The guideline is met with 

the mechanisms used during the research process, where the artifact is created with an 

iterative process gaining insights through continuous feedback from the project team. The 

second last guideline states that the design science research is a search process utilizing 

available means for creating an purposeful and effective artifact. The research meets the 

guideline as the artifact is created into a new area, which cannot be done without using 

relevant and multiple means to create an effective artifact resolving or improving resilience 

and disaster recovery. Lastly the communication of the research. This thesis will be the 

academic background for the solution, and it will be presented at the end of the research for 

the target company’s management. This will create a possibility for others to build advantages 

for further extension and evaluation of the completed artifact. The fundamental questions of 

the design research, such as “What utility does the new artifact provide?” and “What 

demonstrates that utility?” will be answered in the conclusion of this thesis. 
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1.3 Observational Work 

Observations help the researcher to gain better understanding of the problem and the need for 

an artifact. The observations will be done by participating in team meetings and working 

within the target company’s identity and access management team, reviewing the ways of 

working, and applying the best practices into the research from the IAM and project teams. 

The research will be evaluated weekly through an agile progress evaluation process. The 

observations will be done while working in the target company's privileged access 

management improvement project team. The observations are performed approximately 

during a half year period.  

Observing the existing documentation and understanding differences between the target 

company and other organizations are key steps in the thesis. These steps are needed in order 

to create an effective solution for the target company that fits their needs. Solutions are 

dependent on the industry and the ways of working in an organization, since different 

industries have different needs and requirements. 
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2 Overview and Key Concepts in Identity and Access Management 

(IAM) 

Foundations for identity and access management are based on a set of key concepts, and their 

context provides basis for the importance of identity and access management. This chapter 

begins with an overview of identity and access management and continues by describing the 

key concepts in identity and access management.  

 Frameworks, policies, technologies and processes create basis for the identity and 

access management. The identity and access management is used to manage and control 

access to assets and resources within an organisation's IT environment. [4] Main objective of 

IAM is to enable the right people to access the right resources at the right time. This 

minimizes risks of unauthorized accesses to sensitive data. With more organizations using 

data as a resource and industries evolving to be data driven, the importance of IAM as a 

security measure is highlighted. IAM has an integral role in modern enterprises’ security 

foundations by protecting data and preventing data breaches as it allows organizations to limit 

their cyberattack surface. The identity and access management will have a key role in 

regulatory compliance. The GDRP requires already limiting access to personal identifiable 

information (PII) and the NIS2 directive increase requirements in identity and access 

management within the EU area. The thesis will revert back to topic of the regulatory 

compliance in the upcoming paragraphs and elaborate the topic further. Identity and access 

management can work separately as identity management and access controls. The identity 

and access management is usually bundled together as both of the elements are needed for 

accessing IT assets and resources. Access management makes sure that given resources are 

only accessible for users that have been granted the sufficient amount of access. Access 

management alone does not define identities which are used to access resources, but manage 

access rights associated with accounts linked to identities.  

 Identity and access management at application layer is often driven by requirements, 

for example from contracts and regulation, however identity and access management impacts 

also information security. IAM can directly reduce the risk to the biggest cyberthreat as of 

2022, which was ransomware. Ransomware is a type of malware from crypto virology that 

encrypts the victims data to make it inaccessible in hopes that the victim would pay a set 

amount of money to release the data. Ransomware were 50% of Microsoft’s cybersecurity 

recovery engagements in 2022 and ransomware incident engagements participated by 
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Microsoft revealed that insufficient controls over privileged accesses and lateral movement 

were root causes for a successful attack in  93% of the cases. [5] Similarly half of over 500 

organizations in a survey by Fortinet had fallen as victim of a ransomware attack, which 

makes it the biggest threat within modern cyberspace. [6] By these metrics, it is can be 

assessed that privileged access management, which is one of the key parts of identity and 

access management is one of the most important controls to create robust cybersecurity within 

organizations. This notion was part of the risk assessment for the privileged access 

management solution in the target organization.  

Identity and access management consists of three main categories, which are 

authentication, authorization and identity management, with all of them tying into identities. 

These three categories are divided by their own unique abilities and features for creating a 

robust IAM structure. As seen in Figure 1, IAM works as a middle control point to access 

target resources in the organization. The main objective of IAM is increasing an organizations 

cybersecurity posture by making them more resilient in case of an breach or attack. IAM can 

have a mitigating effect on affected resources and resist the attackers lateral movement by 

restricting access to resources within the organizations IT environment.

 

Figure 1, IAM position in IT infrastructure 

Figure 1 shows a very simplified version of IAM’s position as a proxy from users to targets, 

based on encyclopaedia of cloud computing’s identity and access management functional 

architecture. [7]  

2.1 Relevant IAM frameworks  

There are multiple frameworks, standards and guidelines for an organization to use when 

designing and implementing identity and access management processes, controls and 

procedures. The frameworks, standards and guidelines supports also compliance in the 
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identity and access management. [8] The frameworks, standards and guidelines provide 

organizations with set of approaches, processes, procedures and attributes, which they need to 

adapt based on their threat landscape, requirements (compliance and business), risk appetite, 

risk management practices etc. to sufficiently control and manage the IT environment 

A network information systems directive 2022/2555 (known as NIS2) is entering into 

force in the European Union. Replacing older cybersecurity directives, that command 

organizations working in EU member countries to increase their cybersecurity capabilities and 

national cybersecurity strategies. Therefore, NIS2 will increase the regulatory compliance 

requirements for cybersecurity governance, capabilities and management for organizations in 

EU member states, such as in Finland. The directive aims to build and ensure sufficient 

cybersecurity capabilities across the Union within organizations that provides electronic 

communications, digital services, food, critical product manufacturing, waste management, 

postal services, or public administration. A major part of cybersecurity capabilities are IAM 

processes and controls that will be affected by the legislation. The target company of this 

thesis falls under the original essential entities of the scope of the directive and therefore has 

to comply to the directive while operating within the borders of the European union. The non-

compliance penalties for essential entities can be up to €10,000,000 or 2% of the total annual 

turnover in the previous fiscal year of the company, whichever was higher during the previous 

year. [8] This creates motivation and an incentive for organizations to be NIS2 compliant, to 

avoid penalties. The original NIS directive set into policy in 2016 was adopted in Finland 

2018. The future directive that Finland will apply is expected to be more strict, which should 

create an uplifting and technologically advanced environment to Finland compared to the 

previous. [9] 

One of the ways to prepare towards compliance is following the ISO27000 standard 

family frameworks produced by the International Organization for Standardization (ISO). [10] 

The standard published in 2005 with International Electrotechnical Commission (IEC) was 

revised in 2022 to create detailed requirements to establish, implement, maintain, and 

continually improve information security management systems. This creates security 

governance and management structures and practices for organizations to secure their 

information assets. The ISO 27000 standard family provides an approach to organize 

information security management system based on risk driven process, where threats, 

business impacts and risks are systematically identified and assessed. This enables a 

organization to design and implement security policies, processes and controls that mitigates 
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the significant threats and risks. These controls can be audited by a certification auditor, 

which tests the depth and extent of the implemented controls in an organization and can 

certify companies to be ISO certified. The ISO27002 standard from the ISO framework has 

more detailed requirements for information security including the IAM topics. It considers 

access controls, human resource security and physical and environmental security. Usually 

physical and human resource security are considered as part of a traditional security and it is 

up to the organization in question if they are more relevant to identity and access management 

or other functions. Number of the controls are associated with the identity and access 

management despite where the accountability and responsibility for the controls are in the 

organization. 

National Institute of Standards and Technology (NIST) cybersecurity guidelines are 

another relevant set of the best practices. Specifically NIST 800- which provides a catalogue 

of security and privacy controls. The framework is mandatory for U.S federal government 

agencies, but is also relevant with sharing important best practises for EU members. NIST 

framework emphasises the importance of implementing a zero-trust architecture with a focus 

on resource protection of an organization. [11] Zero-trust principles include “never trust, 

always verify” and “least privilege” both being essential in identity and access management. 

[12] These ensure that authentication and authorization are performed before every stage of a 

digital transaction. The core thought behind these frameworks being that there is no automatic 

trust in any user inside or outside the network and access is therefore granted in a need-to-

know basis. These frameworks lay the groundwork for improvement in identity and access 

management security posture. 

2.2 Identities 

Understanding identity and access management begins from understanding what identity 

means, what types of identities there are, and what are the important aspects of identities. 

Identity can be a multi-faceted abstract concept, but this thesis will strictly focus on digital 

identities and their technological aspects. A digital identity is the sum of attributes and 

information that establishes and differentiates an individual user or an entity digitally. It is 

comprised of personal, demographic and possibly user input data that uniquely identifies an 

individual. This forms a basis for a link between the physical and digital worlds. [13] “An 

entity may have several identities and human entities almost always have many identities.” 

(Gupta. Et al, 2012) Therefore, a system is needed to manage these identities, such system is 
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called an identity management system (IDM). IDM’s handle the provisioning, upkeep, and 

deprovisioning of identities. [14] These tools are sometimes commercially called Identity 

Governance & Administration tools (IGA’s) and they are usually branded as such, if they 

provide additional features to traditional IDM’s.  

Digital identities can be defined with attributes of an entity, usually these come from 

the human behind the identity. Digital identities are not limited to humans entities only, but 

can be given for example to machines, servers, and service accounts. Within the scope of the 

thesis, only digital identities of humans are taken into consideration. A persons digital identity 

can be defined using attributes. These attributes are usually natural attributes of a person such 

as name or gender, but can also be numerical attributes such as phone number or address. The 

natural attributes of a person can be verified by biometric data since they can uniquely define 

individual people. Biometric data traditionally is fingerprints, iris texture, or facial structure, 

but new emerging biometric technologies could be used in the future. Digital identities are 

created by capturing identifiable attributes, storing the attributes and tying them to credentials, 

which can be used to authenticate and access electronic services. The method of capturing the 

attributes directly impacts the confidence of the information. NIST defines Identity Assurance 

Levels, that convey the degree of confidence that a persons claimed identity is their real 

identity, with level one being lower confidence and level three being high confidence. [15] 

The identity assurance levels are handled by the security in the target organization, and all 

work with and within the privileged access management tool is considered to be high impact 

or assurance level three work.  

 Digital identities are stored in an electronic database, where they can be used to 

validate and authenticate users in the organizations IT environment. The challenges of a 

digital identity is that it is used to store personally identifiable data, which has regulatory 

implications within the European union. According to the GDPR, names or location data is 

considered personally identifiable information which can be used to identify an individual. 

[16] This means that the stored information has to be compliant to data protection rules that 

enable the privacy of the users. If an organization processes data for the sole purpose of 

identifying someone, then by the definition it is personal data. 

2.3 Authentication 

Authentication is the process of verifying the users attempting to access a system or a 

resource. This step ensures that only authorized individuals or entities can gain access to 
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protected information or services. Authentication mechanisms provide the support for proving 

the individual is who they claim to be, thus establishing trust and enabling authorization. 

There are multiple ways of authenticating an user or identity and the following ones are an 

example of ways to authenticate entities within the scope of this thesis. Authentication is 

based on four authentication types: What you know, what you have, what you are, or where 

you are. These are simplifications of cognitive, possessive, physical attributes or locations. 

All of these methods can be used to authenticate an user. [17] 

2.3.1 Password Based Authentication 

It is possible to assume that all modern IT services use some way of authenticating users 

using passwords. [13] Passwords are usually considered to be a key that unlocks a lock to 

reveal something secret, traditionally protecting access to something of greater consequence. 

[18] At their most basic, password are a way to tie secrets based on identity, even outside the 

context of information technology. The basics of modern password authentication is that the 

user provides an unique password that corresponds to their account or identity. This password 

is then compared to a stored version of it, typically in hashed form using cryptographical 

algorithms. Then access is granted to the resources if the password matches the hash. [13] 

Password authentication can be made more secure applying password complexity 

requirements, usually over ten characters to make the time required to brute force the 

password long enough to not be worth it for the attacker. Assuming there are no other glaring 

weaknesses in the storage of the password, such as storing them in plain text, or in an 

unsecure location. There are other ways to implement mechanisms to detect and prevent 

brute-force attacks, but none are as effective as creating longer passwords. Fundamentally the 

problem with password authentication is that they can be shared with others or be 

impersonated and no technical cybersecurity control can manage this risk. 

 Passwords have a long history of authentication use in information technology and 

passwords and PINs are well known and trusted authentication systems to users. This also 

provides the fundamental problem with passwords, that their weaknesses are also well known. 

Attackers can use guessing attacks and brute-force to falsely authenticate themselves in order 

to do an identity theft attack. Passwords should also not be shared between systems, always 

creating a new one for a new system. New passwords create problems for users as users 

usually create more vulnerable passwords or share passwords between systems because of the 

reduced usability of unique passwords. The obscurity and uniqueness of passwords is 
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generally held as the most important aspect of creating a strong password, however with the 

rise of stronger and faster computing power the length of the password has become an ever-

growing aspect of password safety as shorter passwords are more vulnerable to the already 

mentioned brute-force attacks. [19] 

2.3.2 Multi-Factor Authentication (MFA) 

Multi-factor authentication, sometimes reduced as two-factor authentication is an 

authentication method used to establish an identity using multiple different authentication 

methods. Multifactor authentication is only applicable if multiple authentication methods such 

as passwords and biometric authentication are used in conjunction to create more trust in the 

individuals identity. [13] 

Multifactor authentication significantly mitigates the risks associated with only single-factor 

authentication since if one authentication method is compromised, the attacker would need to 

overcome the additional layer of authentication to access the resources, greatly improving the 

security of the system. It is important to recognize that separate categories of credentials are 

used to improve the security of the authentication, meaning more than one method of 

authenticating the user is needed. Multifactor authentication can be used as a good tool to 

establish information protection with advanced or more critical levels of information being 

restricted with multifactor authentication. [20] 

2.3.3 Biometric Authentication 

Biometric authentication is the use of human biological attributes to verify the identity of the 

user. Biometric features of humans are rarely changing therefore, they provide a good basis of 

trust for authenticating an user. Biometrics can be categorized differently as physiological and 

behavioural biometrics. Physiological biometrics are related to human bodily features, while 

behavioural biometrics are related to certain kind of behavioural of an individual. Behavioural 

biometrics require much more investment to apply since they require long tracking of user 

behaviour which usually raises privacy concerns in users. [13] 

 A biometric authentication generally extracts a feature of an user that can be matched, 

for example a fingerprint. The fingerprint is then compared to stored fingerprints of the given 

user, usually taken earlier to create a database of authorized users, and if a match is found the 
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user is authenticated to access the resources limited by this system. Biometrics are widely 

used with government ID cards and passports.  

Physical biometric authentication can be subcategorized to head and hand 

authentication. Head biometrics include features found on human heads, such as face in facial 

recognition, ears with audio authentication, or eyes in iris scanning. Hand biometrics include 

fingerprints, palm prints and hand geometry. [13]  

Biometrics raise other privacy concerns as well since they rely on highly personally 

identifiable information, and therefore risk of personally identifiable information leakage is 

higher. The concern with storing personally identifiable information ties back to GDPR and 

the need to comply with regulations. A fear of users’ biometric data being used to potentially 

discover other element unrelated to identity verification might also be a factor to hinder the 

application of biometric authentication. [21] 

 Limitations of biometric authentication are the inaccuracy of the captured data. The 

scanners used to capture biometric data are not fully accurate and can add noise to the data 

which might result into incorrectly matching individuals in the database. Distinctiveness of 

humans is not always crystal clear, for example identical twins have been a problem for facial 

recognition, but they are not impossible to identify from each other. Adding more parameters 

to the facial recognition can improve the results, but adding features always comes with 

additional costs. Another limitation of some biometric authentication is missing features of 

the humans they are applied to, some people might be missing fingers or eyes needed for the 

authentication therefore, another method of biometric authentication is needed. Plastic surgery 

might result in the authentication to be mismatched or possibly even spoofed if done 

accurately enough. [13] 

 Biometric authentication offers several advantages, making it a compelling choice for 

enhancing security in the future application. Biometric authentication provides a higher level 

of security assurance, since biometric data is more difficult to replicate or forge. Added 

benefit of choosing biometric authentication enhance user verification with multifactor 

authentication is that it is considered to be easier for users, eliminating complex passwords 

and replacing them with quick scans of user biometrics. [21] 
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2.3.4 Single Sign-On (SSO) 

Single sign-on allows the user to authenticate into multiple different applications using the 

same credentials within an organization. The main benefit of using single sign-on is to reduce 

the amount of different authentication when switching applications. Single sign-on is heavily 

tied to having appropriate identities in place since it eliminates having different credentials for 

the same identity. Having a user only remembering the credentials to their identity reduces the 

compounding risk of having multiple credentials which increases the attack surface for 

illegitimate authentications. Other than that the reduced amount of service requests for 

forgotten passwords is a quantifiable benefit that can be seen immediately after adopting 

single sign-on features. [22] 

 Advantages of SSO are more on the user experience end, since it creates some 

problems within governance of the identities. The identities can have conflicting data when 

they are tied to simple attributes, such as a name or job title. Therefore, a robust and a detailed 

global governance model in the identity management system is needed for the user identities. 

[13] Other major consideration from a cybersecurity standpoint is that the SSO could create a 

single point of failure. If the SSO credentials are to be compromised it allows access to every 

other application that uses the single sign-on feature. Hence, it must be secured with the 

strictest cybersecurity controls, or apply separation of duties by having critical targets out of 

the single sign-on scope. If enough trust is built over this single point of failure it should still 

be more secure than the user having multiple different credentials as this grows the attack 

surface and increases the possibility of hazardous password management. Many state of the 

art IAM solutions provide safe credential management, and thus the application of single 

sign-on feature should be weighted individually within an organization. 

 Single sign on cannot be considered a fail-safe mechanism to avoid identity theft as 

there are multiple way to bypass authentication using single sign-on vulnerabilities. [23] It is 

possible for an attacker to impersonate, or steal cookies by eavesdropping the in-browser 

communication that store single sign-on information to bypass authentication to target sites.  

2.4 Authorization 

Authorization is one of the important aspects of IAM together with authentication. Where 

authentication verifies the user, so the user is the identity they are tied to, authorization is 

granting the necessary actions and resources the identity is allowed to access. By defining and 
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enforcing access control policies, authorization ensures that only the authorized identity can 

perform the required activities. It is important to note that authorization must be strict to only 

to the required resources to limit the access in an IT environment. The purpose of 

authorization is not only to grant access privileges to users, but also to deny access of those 

that do not fill the requirements of said resources. [13] This ensures the principle of least 

privilege. 

 Information protection is the systematic approach for identifying, classifying and 

protecting information consistently across an organization. Resources are generally limited by 

data classification in order to assess the criticality of the information to ensure critical 

resources are protected. Authorization plays the role of managing access to these resources 

according to the needs of the users. It is considered best practise to ensure the principle of 

least privilege for users in an organizational information system. Principle of least privilege is 

as the statement implies, a control to give as little privilege to user as they need. This limits 

the users access to resources they should not need in their daily work, making the resources 

more secure by limiting access in case of a breach on the users identity. Limiting access can 

be done with the help of ISO 27002 framework. [24] ISO 27002:5.12 provides a basis for data 

classification that has been used widely in different organizations, including the US armed 

forces. The control should not be taken as is, but fitted to suit the organizational needs, giving 

a good basis to create, to each their own levels of confidentiality, to later enforce 

authorization over.  

Generally information confidentiality is classified into four categories 

(unrestricted/public/available for all, confidential, secret and top secret) for example by NIST 

and ISO. The information classification categories can be used to define requirements for 

management of information security and identity and access management. The confidentiality 

classification of the information is determined by its sensitivity and the potential business 

impact of unauthorized disclosure of the material. Varying levels can be added in case of a 

need in an organization as the classification categories should not be one size fits all solution.  
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Figure 2, A pyramid illustration of common levels of information confidentiality classification 

 

Confidentiality classification levels should follow a stricter set of access control the higher up 

the classification is. Less amount of users are authorized the stricter the classification gets 

with zero trust principle in mind, the user should not be able to see information above the 

levels required. By the confidentiality classification categories in Figure 2, it is possible to 

enforce authorization over information in an organization:  

Public information being something that has no impact on the business and can be shared 

among outsiders of the organization. The model might not be relevant to apply for viewing 

the information, but creating it. 

Confidential being information of low sensitivity and general business nature, for example 

intranet news in an organization. 

Secret being sensitive and restrictive in nature, available only for a more limited group of 

business need-to-know, this is information that might have negative impact on the business 

being available for outsiders. 

Top secret, where information is highly sensitive and may cause catastrophic negative impact 

on the organization, for example detailed plans of the organizational security. The information 
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that is classified with these levels can and should be authorized to be accessed using one of 

the different authorization models. 

This way is not a definitive authorization level specifically in the target organizations, since it 

needs more details based on the information’s location. For example the legislation on the use 

of personal data is very different in the EU because of the GDPR and might differ in EU 

countries, where some type of hybrid between confidential and secret is needed, based on the 

underlying information.  

 In the target organization, the confidentiality of the information are based on the 

legislation and contractual agreements between parties. A valid purpose for access, based on 

the information classification and the owner of the information is required to grant any level 

of authorization on the information.  

2.4.1 Role-Based Access Control (RBAC) 

Role-Based Access Control is a widely adopted authorization model that simplifies access 

management by associating permissions with clear predefined roles, offering a structured 

approach to access control. Managing individual access rights creates a big jungle of 

permissions with no clear visibility to the risks associated with privileged permissions, RBAC 

creates common roles that are more easily managed. Organizations can manage access rights 

based on job functions and responsibilities if the roles are well defined to personnel. For 

example the roles could include “Manager”, “Employee”, or “Administrator”. With Role-

based access control the roles can be easily understood by their names, which define the 

permissions, enabling a non-expert person to assign roles to personnel. Role naming 

simplifies the management of the roles for the administrators of the identities, but also creates 

visibility to attackers to target specific types elevated privilege accounts. To apply least 

privilege principle, the roles should have individual rights that are not shared between roles, 

to avoid creating a “Superuser” that inherits every aspect of these defined roles. Once the 

roles are defined, permissions are assigned to each role, that specify what actions and 

resources the specific role is authorized to do. By mapping these user roles access 

management becomes more scalable and manageable. The data classification hierarchy levels 

can be applied to access rights with RBAC. These accesses are mapped with the levels of 

confidentiality mentioned in the previous chapter, creating a hierarchy with increasing access 

controls to restrict users in complex organizational structures. [25] RBAC comes with the 
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downside of being slightly outdated as of 2023 since it cannot handle Realtime attributes, 

such as time of day and location. 

2.4.2 Attribute-Based Access Control (ABAC) 

Attribute-based access control is an authorization model that takes into account multiple 

attributes of the user identities and environmental conditions to make access control decisions. 

ABAC relies on policies that define rules based on user attributes that can be, for example 

role, department, clearance level. Attribute-based access control is sometimes referred to as 

Policy-Based Access Control (PBAC) for this element. In addition to these it also defines 

based on the resource attributes e.g., sensitivity or classification, which form the basis of the 

need for authorization. ABAC therefore offers a dynamic and context-aware access control, 

allowing more complex authorization policies based on more specific conditions and 

requirements than regular RBAC. With ABAC the need to define and engineer roles is 

unnecessary, only if the roles are not used as attributes, rather dynamically changing attributes 

should be used like location and time of day to determine the access control.  

 The problem arises with attribute-based access control when the permissions need to 

be managed. If RBAC allows ease of management by non-professionals by clearly defined 

roles, ABAC does the opposite of needing highly engineered attributes that might reach a 

number of thousands on some users. This creates a giant network of attributes making it very 

hard to manage, since it doesn’t leave a clear audit trail.  

Therefore, a combination of RBAC and ABAC is usually the feasible option to make a 

comprehensive information model for access control. Adapting a hybrid of both models 

enables balancing the positive effects of both models. [26] Balancing the positive effects is 

one of the desired effects of a comprehensive authorization model at the target company and 

therefore is applied. 

2.5 Identity Lifecycle Management 

Lifecycle management is the process where creating, deleting, management, entitlement 

change, and policy compliance are performed. [27] Individuals identity is managed starting 

from the creation to where the relationship with the organization is concluded. [28] Everyone 

and every machine that has access to the organizations resources should have an identity that 

is managed and has a person responsible for it, to avoid orphaned accounts which can be used 
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to attack the organization. The individual identities are managed by an Identity Management 

Software (IdM), which is capable of performing functions like, administration, discovery, 

maintenance, policy enforcement, and authentication. With these capabilities centred in the 

IdM the end applications do not have the need for their own identity storages and 

management capabilities, and the workload for the end applications is greatly reduced. 

Therefore, IdMs  greatly simplify the management of large-scale distributed systems and help 

with the IT scalability of the organization allowing simplified applications for specialised 

tasks. [29] 

 The operational areas of identity management software include authentication 

management and authorization management. These operational areas serve as the base of 

operations for all other applications in the organization creating a firewall type structure, but 

for access controls in an organizations IT infrastructure. All of the access requests go through 

the IdM and are either allowed or disallowed to continue to the end destination after a policy 

check on the user identity. If the authenticated user fulfils the requirements, they are 

authorized to reach the desired resource by the IdM.  
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3 Privileged access management (PAM) 

3.1 Privileged Access 

To make sense of privileged accounts it is helpful to know the most common form of 

privileged access. The most common type of privileged access is within a user directory of an 

organization. Computers, users, and other components of an enterprise network infrastructure 

need to be managed to ensure their privacy and integrity. For this purpose directory services 

are essential to ensure authorization of users to end resources. These directory services must 

be managed by elevated privileges to ensure that regular users do not make changes to 

resources that might have an impact on more than intended. Regular users are usually only 

authorized to view certain content in the system, and more rarely make permanent changes 

into it, which ensures the integrity of the directory. Changes can result in accidental errors that 

might be harmful for productivity of and organization or even impact availability of their IT 

systems. Only risk is not accidental changes, but also changes from intentional attacks 

leveraging regular user accounts. Therefore, regular user accounts are not usually permitted to 

make changes into critical systems, which increase security of organization's IT environment. 

The role of an administrator is a job role with a need for privileged accesses, which enables 

them to perform their job responsibilities and make changes for example to the used directory 

services. Administrators have privileged access to create, delete and maintain the directory, 

and with the access only their designated account is eligible to make these changes in the 

directory. [30] If the correct implementations from the RBAC-model are in place, the regular 

user account breaches should not reach the same level of impact that a breach on a privileged 

access user will have.  

 Enterprises with a wide IT infrastructure, the most appropriate action to be taken is to 

delegate duties of administration to multiple IT personnel. The result of the delegations is that 

many administrators will have full authorization to multiple resources that they might not be 

eligible to see from a security standpoint. A fundamental problem for cybersecurity is users 

having too much visibility in an IT environment: The confidentiality of information is 

compromised if a persons without valid reason is able to see it.  This also creates unnecessary 

attack surface. Attack surface is anything that can be leveraged in a cyberattack, in this case it 

would be the amount of elevated privileges. [31] The elevated privileges create an optimal 

point of entry for an cyberattack. The elevated privileged may give full access to any 

information in the breached system if an attack is successful. Therefore, it justifies the need 
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for a higher security measures on privileged accesses. The privileged access might not be 

always associated with an account of a human administrator. Privileged access can be granted 

for machines or service accounts that might work automatically. It is essential to keep these 

types of privileged accesses secured and activities logged for monitoring, and post-incident 

analysis, as there is no human monitoring activities performed with these accounts. 

3.2 Threat Landscape of Privileged Access 

Due to the elevated ability to do harmful behaviour with privileged access, it is important to 

understand why it is critical to protect these preventatively. A review of organizational and 

technical environments is needed to identify and define needs for a privileged access 

management solution. An analysis of the threat landscape for privileged accesses is also 

required. The following threat landscape is made based on the target company being an 

enterprise in the energy sector in Finland. [32] Energy sector is identified by European Union 

as critical infrastructure as disruptions in the energy sector will likely have effects to other 

critical sectors. Therefore, the processes in the organizations must be up to the standards set 

by the legislation. This includes the privileged access management processes and capabilities. 

Operations of modern organizations are relying on information systems and the energy sector 

is not an exception. Information systems are linked either through processes or technical 

dependencies. Therefore, understanding of dependencies is required when assessing criticality 

of individual information systems for the critical production operations. Additionally, risks 

associated with privileged accesses is not only driven by criticality of information systems. 

The threat landscape varies depending on characteristics of an information system and the 

related dependencies. Therefore, it is good to understand what threats and risks being in the 

energy sector apply. [33] 

3.2.1 Physical and Political Threats 

The main physical and political threats might not seem relevant as they are broad in scope, but 

might still have an effect on privileged access management. As the availability of energy is 

increasingly important for industries and consumers the availability of the systems facilitating 

the production of energy, in this case the availability of the privileged access management 

procedure, might have an compounding negative impact in a larger scale than one could 

expect. [34] 
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Starting from the largest picture available, global geopolitics as of 2023 have impacted energy 

prices globally, which impacts the availability of all electronic systems.

 

Figure 3, Electricity price hike in the EU [35] 

 

Figure 3, shows the unprecedented rise in electricity prices in the recent years and for 

example the recent volatility in energy prices might affect the target company’s policies for 

investing in cybersecurity, since it’s hard to predict the gains or losses that might impact the 

company in the near future. Another uncertainty is the electricity availability of the vendor 

datacentres and servers hosting IT environment and systems, which has to be taken into 

account when considering the resilience of the system to outages or disruptions in the Nordic 

national grids or cross-country connections.  

 From a political perspective, the big threats to any electronic systems is the rise of 

hybrid warfare. [36] Hybrid warfare is a modern term for non-military instruments causing 

damage to utilities in an opposing country. Hybrid warfare is not considered as a traditional 

declaration of war and is continually happening in the cyberspace. It is mostly driven by state 

funded advanced persistent threats, which are introduced better in the cyber threats section. 

[34] The Finnish government has outlined that having information systems hosted abroad or 

in cloud systems, the threat of political and physical pressure is increased. Human error and 

sabotage/terrorism could possibly create large outages for the whole energy infrastructure in 
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Finland. Therefore, the IT-systems managing it or the production of energy should be hosted 

and managed in Finland if possible, although this is only advised and not mandated. Having 

independence over the management of IT systems through Finland creates resilience towards 

global political pressure and crisis situations. 

3.2.2 Cyberthreats 

Cyberattacks are a constant threat to any system in the digital space. Their objectives are to 

steal sensitive information leading to a loss of privacy or disrupt the digital system to cause 

adverse effects. The cyberattack perpetrators can range from individuals looking for profit, to 

state-funded adversaries looking to disrupt digital systems of another nation to gain influence 

through hybrid warfare. Detection and most importantly prevention is the key task for cybers 

defence of an organization. Continuing the top down view from global threats to smaller 

individual threats, the biggest concern of an critical infrastructure organization is an 

Advanced Persistent Threat (APT). An APT is usually politically or economically motivated 

large scale cyberattack with operators that have a vast spectrum of possible advanced 

targeting methods, tools, and techniques to reach and compromise their target organization. 

APTs are highly coordinated with a main objective to reach and maintain long term access in 

the target systems. Utilizing multiple possible intrusion methods APTs gain access to targeted 

systems and use lateral movement to access critical targets. Figure 4 shows the full lifecycle 

of an APT, but the focus with priviliged access is mainly in the third aspect, lateral 

movement. 

 

Figure 4, simplified workflow of an advanced persistent threat. 
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Crowdstrike, one of the leading organizations in network defence, describes lateral movement 

as the attempt to move from device to device or elevate privileges in a closed network, such 

as an organizations Domain infrastructure, gaining additional points of control in the 

compromised network. [37] These positions then enable the persistence part of APTs to stay 

connected to the target systems. Lateral movement relies on escalation of privileges, but if all 

privileged access are centrally managed, it sequentially reduces the possibility of the 

adversaries getting access to privileged accounts. If user identities are verified multiple times 

during escalation of privileges, for example logon to domain and PAM with multifactor 

authentication, the attackers have to gain access or bypass all the steps in the authentication 

process, which creates new layers of security to the privileged access. Additionally, lateral 

movement actions often leave behind malware that creates internal users onto the target 

system to possibly create seemingly authentic new user identity requests in the target 

networks information systems service management system (ITSM). Therefore the maintaining 

and provisioning of new accesses should be monitored and taken into consideration at an 

organizational level. An intrusion is very hard to detect if the attacker has gained elevated 

privileges during the attack. The network traffic can appear normal and the attackers often use 

built in tools of the environment to continue the attack. 

Even regular user accounts can provide an entry point to gain access to any system, if 

managed incorrectly. Regular user accounts are user identities that do not have elevated 

privileges in critical systems, but are more prone to user error. Typically users may use weak 

passwords as stated in an earlier chapter or fall for phishing attempts. Phished accounts are 

usually gathered into big identity dumps that are then sold in the darknet for other attackers to 

use possibly during an APT. [38] 

 Ransomware is another relevant type of malware used in cyber-attacks. Ransomware 

were the biggest threat to organizations in 2022 according to the Microsoft Digital Defence 

Report. [5] Ransomware is a type of malicious software designed to encrypt the victim’s files 

or entire computer data, rendering it inaccessible until a ransom is paid to the attacker. The 

attackers demand payment, often in cryptocurrency, in exchange for a decryption key that 

should unlock the victim’s files, although it cannot be guaranteed as the attacker does not 

benefit from it. The target of ransomware is usually a large, high-value organization and the 

victims are chosen based on their ability to pay the ransom to the attackers. [39] Attackers 

mainly focused on large organizations are called Big Game Hunters by Crowdstrike, implying 

the connection in their habits to traditional wildlife hunting. These big game hunters are 
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highly organized and utilize modern ransomware in a similar way to a software-as-a-service 

(SaaS) business model by using ransomware-as-a-service (RaaS). The big game hunter groups 

are likely targeting the target company based on its wealth and size. Therefore, these groups  

are relevant for cyber security threat modelling of the target company. Impacts of a 

ransomware attack to an organization with complex IT environments are difficult to identify 

and evaluate. However, it is not only a direct financial loss, but can have a compounding 

added loss if the target systems expose sensitive customer data, which is very likely while 

operating with customers that have to give payment information and location information to 

receive services from the company. In addition to the financial losses, the ransomware will 

create an operational disruption to critical services in the organization possibly causing the 

loss of thousands of workhours for the workers in the company. Lastly the reputational 

damage might cause the whole organizations brand to devalue, and long term reputational 

damage is very hard to overcome. Clearly making the choice to not rely on paying a ransom, 

but preventing the ransomware attack from occurring is likely a better option to operate under 

the circumstances given. For example a ransomware attack on the shipping and logistics 

group Maersk, led to them reporting a 200-300 million dollar loss. [40] Ransomware is 

constantly pressing and evolving problem for organizations and therefore, designing and 

implementing sufficient preventative and management measures based on associated risks is 

needed. 

 There are various cyberthreats on privileged access, however the APT and 

ransomware are the most important ones to prevent. They can be considered umbrella threats 

to privileged access as APTs and ransomware attacks usually have to use multiple different 

strategies and vulnerabilities to have an effect on the system. It is important to recognize that 

not all problems addressed by identity and access management are big threats from outside 

actors, but help to keep all identity usage streamlined within an organization. This helps to 

prevent an inside actor to make accidental or intentional harmful changes to critical IT 

systems.  

3.2.3 Ordinary Threats 

Regular threats to privileged access management are usually things that might compromise 

the service. Third-party vulnerabilities, physical security threats, configuration errors, denial 

of service through physical means. All of these can be considered threats that are hard to 

address when designing a service that relies on other vendors for production. Although not 
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unique threats to privileged access, the setting of privileged access can create scenarios which 

have compounding negative effects on other services. 

3.3 Privileged Access Management Solution 

Gartner, one the leading international IT research and consulting organization, states that a 

privileged access management tool manages and protects accounts, credentials and commands 

that offer an elevated level of technical access to IT system. [41] These PAM tools can be 

software, software-as-a-service or hardware appliances. Gartner states that there are three 

distinct approaches to privileged access management. Firstly privileged account and session 

management, which is the managing of passwords and other credentials for privileged 

accounts, meaning the passwords are changed at definable intervals or in the occurrence of 

specific events. It is important to note that password management is not comparable to session 

management as theoretical once authenticated session can be active indefinitely, unless some 

type of session management is applied. Secondly privilege elevation and delegation 

management, which ensures that specific privileges are granted on the managed system. 

Lastly secret management, which is often used in agile environments where it manages and 

stores credentials for individuals or multiple users. Key features of a PAM solution are 

restricting accesses to shared secrets and rotating the passwords of accounts after one user has 

checked out. Mainly securing sessions and having session management are key points of 

interest from an IAM perspective.  

The target company is seeking improvements to the following capabilities and benefits 

from a PAM tool. The PAM tool should provide just-in-time access to critical resources, 

where privileged access is not granted for longer than needed for the actions to ensure least 

privilege principle. In addition to just-in-time provisioning, it would be essential for the PAM 

tool to provide a secure way to remote access critical targets using encrypted gateways and 

record the given remote accesses for compliance auditing purposes. Lastly, the process must 

be automated, there is no need for a tool that creates more work. One of the goals of 

implementing a PAM solution is to reduce the workload that privileged access creates. 

Features seen beneficial, but not a necessity, are the discovery of accounts with privileged 

access in the target environments in our network, monitoring of privileged access events and 

an additional layer of multifactor authentication to the target servers. The choice of a 

privileged access management tool will have an effect on the end artifact, security and 

possible vulnerabilities limit naming the solution outright. However, the currently chosen 
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PAM tool with majority of the listed capabilities under evaluation for an implementation.. 

The disaster recovery scenarios will be identified based on the PAM environment 

architecture. Due to timing of the project, the scenarios are identified and evaluated based on 

the current architecture.  

With the chosen tool enabled, the end result should ideally provide full visibility to all 

privileged accounts and identities, human or service. With the full visibility it would be 

possible then to apply least privilege principle to resources considered critical to production. 

Governing and controlling the privileged accesses is more robust and an audit trail is left to 

ensure implementation of the requirements, in example processes, controls and other relevant 

elements. The target resources of the chosen tool can vary. The usual targets of the PAM tool 

are on-premise, such as physical servers, virtual servers, network appliances, and data centres 

that host the target resources. On-premise targets are installed in physical premises of the 

company rather than a remote facility. On-premise targets differ on a network level from 

cloud targets, since they can be accessed directly and are usually more critical to the 

organization. Cloud targets include for example AWS, Azure or Google Cloud subscriptions, 

instances and other resources. They are the big cloud service providers that enable a remote 

access from the target organization to their services. Other cloud targets can be business 

applications like Salesforce, SAP, Workday or privileged applications like GitHub and 

GitLab for software development. Cloud services provide ease of use for the end users, but 

require an additional layer of security as they are not managed internally. Lastly, the target of 

the tool can be databases, which provide the data for all of the above targets. With all of the 

above targets, it is certain that NIS2 regulation will require strict privileged access 

management controls and it is crucial that the tool will provide a possibility to have controls 

that enable the regulatory compliance needed for the future legislation.  

The tool chosen will specifically help with three key areas within the target company’s 

IAM development schema. It will significantly improve employee experience by easing the 

way to handle session management with administrative work by reducing the interfaces an 

administrator has to use. It will enable single-sign-on to on-premise targets previously unable 

to have the functionality and provide multifactor authentication to targets, overall improving 

authentication. The tool will allow stricter following of the zero trust principle, by enabling 

password-less logging in to targets, reducing attack surface and limiting visibility to key 

resources covered by the PAM tool. Furthermore, the tools ability to manage sessions making 
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sure there are no standing elevated privileges. The tool will be an additional layer of defence 

between the users and target systems. 

The key features of privileged session management are ability to approve privileged 

access for a single session based on associated IT service management tasks, grant privileged 

access rights only for duration of a session, limit length of sessions, terminate active sessions 

and provide additional limitations to sessions (blacklist commands etc.). In almost any IT 

environment, there are systems with non-personal accounts with highest access privileges. 

This weakens audit trail and complicates monitoring use of these accounts. With privileged 

session management the access is immediately cut off or outright not granted if the identity is 

not authenticated properly. Basis for robust privileged session management is hiding secrets 

used to authenticate sessions from users. Additionally, secret associated with a single session 

are immediately changed after authentication or temporary. This combined with proper 

authentication methods, such as biometric authentication and monitoring of behavioural data 

will create a secure session for the administrator to work. These session are monitored to find 

anomalous or risky behaviour to either alert needed personnel or to trigger an automated 

suspension of the session. 

3.4 PAM Architecture 

For the privileged access management tool to work, it has to rely on underlying server 

infrastructure. The term infrastructure refers to supporting hardware and software for a service 

to run, which can include servers, data-centres, to web servers and operating systems. [42] 

The tool consists of multiple microservices that work together producing the end product. The 

key feature of the tool is called an application instance, which relies on data-centres hosting 

servers and web servers, on some type of operating system, to reroute connections to target 

systems. The main additional  infrastructure features of the tool are load balancers, SQL-

based databases, carriers, and web proxies. Key enabler of the tool’s features is depended on a 

centralized authentication service, which is relied on to authenticate users to their identities 

using either strong credentials or biometric authentication. Creating an independent 

multifactor authentication based on biometrics is hard and expensive. To implement this 

feature and maintain it, is considered to be out of scope for any project in the organization. 

Load balancing of the applications traffic will be done through the load balancer. A 

hardware load balancer is a hardware device with a specialized operating system and a 

software load balancer is software within existing hardware that handles the traffic towards 
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the application instances. [43] The solution for load balancing cannot be described to be either 

of these traditional categories of load balancers, however the technical details of the load 

balancers operation is not crucial when designing the PAM solution. 

 The PAM tool will be hosted by multiple application instances, which redirect end 

user RDP and SSH traffic towards their desired targets in other protected systems. The end 

user will make contact directly to a load balancer service that distributes network traffic 

equally across these application instances. After which the application instances handle the 

traffic and send it towards the databases or target servers of the end users depending on the 

type of the request. Resiliency and service recovery must be consider in all of the architecture 

decision to ensure availability and recoverability, which are aligned with the requirements. 

The application servers will be ran as individual instances of the application, with them being 

capable of working independently of other instances of the application. As seen in Figure 5, 

the route to the targeted systems might vary depending on the connection. Web access 

through HTTPS needs two additional parts of infrastructure to create a secure connection to 

the protected resources. 

 

Figure 5, PAM tool architecture 

The PAM tool will work as a gateway or a buffer structure with remote connections, 

usually secure shell protocol and remote desktop connections between users and target 

servers. Logical integration of the privileged access management tool will take user identity 

information from the inhouse user repository, which is part of the Configuration Management 

DataBase (CMDB). The logical integration of the PAM tool is visualized in figure 6. The user 

will be authenticated in the directory services where the data flows to the PAM application. 
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The privileged access management application can then create, modify, or delete the user’s 

access towards the target servers. These changes are sent to the ITSM and CMDB tool that 

will update the usage of said identity and every change made in the identity will be stored in 

the privileged access management tool’s own database. The privileged access management 

application queries access rights from the CMDB and is used to fulfil the requests made in the 

company’s ITSM tool. This creates dependencies on a few outside sources of the PAM 

application for it to work properly, which have to be accounted for when considering its 

business continuity.  

 

Figure 6, PAM tool dataflow 
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4 High Availability Design 

4.1 Availability 

Information technology has had a revolutionary exponential growth in recent decades and 

with it society and majority of businesses are highly dependent on various IT systems. IT 

outages will have either direct costs or an estimated costs for organizations, which are 

dependent on affected IT systems and their criticalities to the organization. [44] The direct 

costs are associated with repairing possible lost IT systems to continue business operations, or 

direct penalties in from incidents or unavailability of services. Additional work hours are 

indirect costs associated with IT outages. IT staff will have to use working hours to solve 

unexpected problems with IT infrastructure, which reduces their productivity as enabling 

functions for other aspects of the business to work. Other business is affected as well as some 

other staff will need IT systems to do their work, creating more downtime for them and 

reducing efficiency. If thousands of employees cannot perform their duties because of 

unavailability of IT systems, collectively thousands of work hours have been lost, which has a 

direct cost to the business itself. The target company is a critical infrastructure provider 

defined by the NIS2 directive and it provides services, which a modern society requires. 

Therefore, undisturbed services are not only matter for organization's profitability and 

reputation. The organization has responsibility towards society to ensure continuity of critical 

operations and services. The availability of services in modern enterprises generally relies on 

the methods outlined by Information Technology Infrastructure Library-framework. [45] 

Involving building a strategy to create highly available IT services to enable the business. 

To have high availability, continuity management program is needed. Continuity 

planning is the creation of systems and processes to ensure that all areas of enterprise is able 

to perform essential operations or be able to resume the as soon as possible in the event of an 

incident. Business continuity planning is the overall design of the systems to keep functioning 

at normal times. IT continuity planning usually sets outlines for criticality of systems, and 

events, with the focus on services and functionality. This ensures that the system in case has 

daily high availability and plans for special events are in place. With IT continuity planning 

comes disaster recovery planning, which focuses on recovering and protecting against 

disasters. Business availability planning creates mandates for IT continuity, which manages 

the disaster recovery plans and scenarios. 
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 Importance of an IT service is directly related to its relevance and criticality for an 

organization. [44] Therefore, it is possible to conclude that privileged access management 

service is particularly important as it governs accesses to other critical IT infrastructural 

systems within the organization, inheriting a level of high availability goals from them. This 

should mean that there is little room for outages, as it would create a cascading effect on to 

other systems that use the PAM tool. The target company has set an objective for such 

programs to be available 99.99% of their operation time, meaning the service ought to be 

unavailable only for 5 minutes monthly. Following this availability objective it is critical that 

the PAM tool is fault protected. Fault protection ensures that errors or component failures are 

not noticed by end users or lead into service outages.  

Incident is an interruption or a reduction in quality of a service. [46] Criticality of 

incidents related to the PAM tool are dependent on impacts from the incident, and associated 

continuity measures (strategies, procedures etc.). If there are no alternative options to bypass 

the PAM tool, an incident is likely critical. There are usually predefined categories associated 

with estimated impacts of an incident to support efficient incident management process. 

Major incidents are incidents that occur to highly critical services, where incidents cause 

serious interruptions of general business activities and must be resolved immediately.   

4.2 Incidents and Disasters 

Major incident handling starts as any incident with the it being reported to the service desk 

or identified during event management monitoring. Regular incidents will require further 

elevation to a major incident depending on the severity. The incident must fulfil criteria for 

major incidents defined in the (major) incident management. A major incident manager or 

team evaluate the incident based on the defined criteria. When the incident is identified, 

categorized, and prioritized the process to solving the incident can begin. During major 

incidents that are  severe they cause outages, the major incident may include disaster recovery 

activities if services (tai systems) require rebuilding.  

These incidents are not limited to simple outages, and can be cyber incidents with 

severe safety impacts. Cyber incidents are usually categorized as type of incidents in the 

incident and major incident management. Cyber incidents have unique characteristics and set 

of customized processes can be defined into the incident and major incident management to 

be used in case of cyber incident. Cyber incidents usually occur in real time, and therefore 

need active monitoring and immediate response by operators and incident managers. Major 
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incidents and cyber incidents follow an incident response plan, which is a proactive plan to 

respond to security or other incidents. [47] 

Disasters are sudden unplanned calamitous events causing great damage or loss that creates 

an inability for an organization to serve their purpose for a time period. [48] IT disasters are 

unexpected major outages that render organizations computer systems or a critical service 

unusable. Disasters always so severe that basic fault tolerance and high-availability means are 

inefficient for recovering the system. [44] Disasters are typically physical events that cause an 

interruption in the service, but can also be major cybersecurity breaches. The key difference 

between major incidents and disasters is when the management uses disaster recovery plan 

together with normal incident response plan or major incident management plan. Typically 

this involves a move from a primary to an alternate location of production. With software 

services this could mean a different geolocation by several kilometres of physical distance in 

a different data-centre. In the target organization major cybersecurity breaches are defined as 

a separate event from disasters, but will follow similar procedures and disaster recovery plan 

if needed to restore functionality.  

4.3 Disaster Recovery Planning 

Disaster recovery is meant to serve as a mechanism to dampen the effects of a disastrous 

event on a service, ideally restoring its functionality to the original level. IT disaster recovery 

planning is typically a part of risk management and continuity planning as majority of 

organizations require IT systems. [49] Furthermore, most of the cybersecurity policy 

frameworks used at the target organization demand, or highly recommend using a disaster 

recovery plan to restore systems that have been impacted by a disaster. Therefore, it is 

essential that a plan for disaster recovery is created. In a case of emergency restoring systems 

will be more difficult during disasters without comprehensive disaster recovery plans. 

An initial part of continuity management and disaster recovery planning is to perform 

business impact analyses. Generally an approach and methodology is defined and tailored for 

an organization to identify and assess (e.g., business impact analysis) potential impacts from 

different type of disasters. Business impact analyses will allow identification of areas and 

business functions impacted by downtime of a service Planning of rational and efficient 

disaster recovery including creation of a plan can be initiated based on information from 

business impact analyses. IT disaster recovery planning should follow and support overall 

business continuity planning. [50] 
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 Next steps in creating a disaster recovery plan is to assess the likelihood and potential 

consequences of the risks associated with the service. Continuity risks have been physical 

events in history, for example earthquakes, floods, fires etc. Recently, the relevance of IT 

continuity has risen, which is for example outlined in the chapter 3 for risks associated with 

privileged access management. The risks should be assessed for a variety of scenarios in 

addition to natural disasters, simple equipment failure is a big risk, sabotage, insider threats 

are relevant. In addition to physical risks, variety of other continuity risks should identified 

and assessed. These risks are for example equipment failures, sabotage and insider threat. The 

impacts from a risk can be calculated by factoring in the direct financial losses due to faulty 

revenue generating activities, the brand’s reputational damage, employee productivity, health 

and safety, and progress towards business initiatives or goals. By factoring in all these, it 

enables rationale and effective planning of disaster recovery measures and procedures based 

on the associated impacts. 

 The following part in creating the disaster recovery plan is to document all 

dependencies of the service. This is done by creating a complete inventory of hardware and 

software, and other assets related to the service. If one of these parts is unavailable, will the 

whole service be unavailable? With the chosen privileged access management tool, one of the 

aims of the application was to reduce dependencies in the target systems, meaning the PAM 

tool can work independently. The tool is mainly dependent on common (capacity, network, 

computing, storage etc.) and infrastructure services which is creating a dependency on this 

software. The application instances are hosted with virtual machines, that are reached via 

network services (DNS, routers, firewalls etc.). This creates dependencies on these systems to 

work to reach the PAM tool. In case of a disaster, it is possible that these dependencies can be 

circumvented with the use of break glass processes and procedures. Break glass is a term in IT 

used to describe solving of a catastrophic event, by destroying a metaphorical glass of a fire 

alarm. An option for privileged access management is to have break glass accounts and 

credentials, which can be retrieved in case of disaster or outage of the PAM tool. [51] 

 In addition to the above, Recovery Point Objective (RPO), Recovery Time Objective 

(RTO) and Recovery Consistency Objective (RCO) targets need to established for IT 

continuity based on information from business impact analyses. Recovery time objective is 

the maximum amount of time taken to restore the service into function after a service 

disruption. Calculating the RTO starts from the point of disaster. The point in time where the 

full recovery of lost systems is reached must be measured to have reasonable conclusions 
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from the RTO. The recovery point objective is the maximum time window where the 

information or data could have been lost. In order for the service to resume regular operations 

the RPO must be reached. There are variety of backup strategies and frequencies, which are 

partially determined by RPO targets. RCO is a target metric that indicates the amount of 

inconsistencies in recovered data, for example missing entries or corrupted entries, which can 

be tolerated by an organization. [50] The target company is not using RCO targets in their 

continuity program, but is generally an used metric. 

4.3.1 Service Resilience 

If disaster recovery planning is partially relying on resilient of an IT environment and service, 

robustness and redundancy must be incorporated into design of the service and the supporting 

infrastructure. Three main approaches for resilient and redundant system architecture are a 

shared system, hot standby, and cold standby system. [44] As physical disasters or crisis 

situations may occur outage types, a varying degree of geo-local separation must be applied to 

the architecture to avoid multiple different loss scenarios depending on the location. 

 The shared system approach to architecture states, which the service ought to rely on 

multiple independent subsystems that provide the same service for the end user. [44] This 

way, the services are kept available for users through different channel, if one of the 

subsystem has become unavailable, since they are not impacted by even a complete loss of 

one subsystem. In addition, this enables that the service should be separated into many 

different instances on multiple sites. Additional sites in return would raise the cost of the 

implementation and therefore must be acknowledged, when creating a budget. Another 

problem with this approach is that the application servers must be active at all times, even 

when very little or no traffic at all would be outgoing. The maintenance work that this 

approach generate would be much more, as all the systems need to be synchronized to apply 

configuration updates, and considering that they must be geologically differentiated, 

clustering the servers would be out of the question. This leads to tons of manual work for 

administrators of this service and possibly negatively affecting the availability goal of the 

service. [44] 

The other two approaches are hot-hot standby and hot-cold standby setups. The primary 

system is used in both approaches for users if it operates normally. If the primary system is 

not operating as designed or it is unavailable, the secondary system will be used. [44] These 

standby systems can be categorized into “hot” or “cold” or sometimes “warm” depending on 
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their behaviour. A hot system is identical and operational at all times with the primary system, 

and a cold system is not running and is only brought up in the case of an actual disaster. The 

distinction between cold systems and warm systems is that a cold system is constantly offline 

and a disaster recovery process must be started from installing required software on to the 

system, but a warm system is somewhat prepared for a disaster by frequent updates on the 

required software. This distinction is disputed in some sources, but used in the target 

organization.  

4.3.2 Cost Versus Benefit 

It might seem trivial to ensure business continuity through a disaster recovery plan, but the 

challenge with preparing for worst cases is to balance the cost to benefit. In principle, costs of 

disaster recovery mechanisms and procedures are balanced with associated impacts in a 

mature continuity management program. “ A design for disaster recovery is a compromise 

between financial expenditure and the redundancy achieved”. (Schmidt, 2006) [44] As 

disaster recovery scenarios are unlikely, preparing for them might seem expensive. Therefore, 

a balance between allocating resources for recovery measures and the benefit that the disaster 

recovery process gains has to be considered. With unlimited funds, previously mentioned 

RPO and RTO targets are irrelevant as there is no incentive to not have everything duplicated 

at real time. The initial cost evaluations of business continuity of the tool are confidential and 

made by the risk assessment group in the target organization therefore, they cannot be stated 

outright in this thesis. 
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5 Disaster Recovery Scenarios and Implementation Plans 

Key takeaways from the knowledge base of the previous chapters are as follows. Identity 

and access management is used to manage and control access to assets and resources within 

an organisation's IT environment. Privileged Access Management is a major feature in IAM 

is to manage privileged accesses, that are specially vulnerable to threats and cyberattacks as 

they provide adversaries unlimited access for lateral movement. The PAM solution should 

complete the requirements of frameworks and legislations to improve the cyber resilience of 

an organization. The solution should be accessed through digital identities that represent an 

individual user, where the identity is authenticated with multifactor authentication, 

including credentials and biometric authentication. These identities are then authorized 

through a hybrid between role-based access control and attribute-based access control to 

access the target resources. The then accessible privileged access management solution must 

be made highly available through service redundancy and resilient to incidents and 

disasters to ensure IT continuity, while being reasonably cost-efficient.  

The way of working during the implementation project at the target organization was to 

approach high availability and disaster recovery from the point of view of disaster scenarios. 

Part of the design science research artifact, which is the creation a service recovery plan for 

the privileged access management tool in the target organization is to define and estimate 

some disaster recovery scenarios. These scenarios are events that have the potential to make 

the service unavailable and obligated for a disaster recovery procedure additionally to normal 

functions. The scenarios gather information from the knowledge base leveraging its 

information for the decision making process within the implementation project.  

This chapter will provide the information that lead to the creation of the research artifact. 

5.1.1 Component Malfunction or Unavailability 

Malfunction or unavailability of a critical system component will result that the system or its 

key functions are not available. The key principle in disaster recovery planning is to increase 

resilience with redundancies if high-availability is a requirement for the system. Redundancy 

can be achieved through providing a backup components. It is a basic, but very reliable way 

to have high availability for the service. The issue with having backup components is that the 

costs are linear, every backup component has a similar cost in implementation as the original 
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one. It is possible to have multiple backup components, and therefore the term duplication is 

not necessarily the most accurate. 

 The goal for resilient system architecture and redundancies is to reduce single point of 

failures. Systems have usually components or dependencies that create single point of failures 

(SPOFs). A system or its key features will be unavailable if there is an error in a single point 

of failure. The identification of single point of failures requires mapping of critical assets 

associated with the system. The critical assets are for example physical data centers, network 

cabling, physical servers, logical infrastructure services and servers. The assessment and 

conclusions on potential single point of failures are dependent from responsibilities and scope 

of the disaster recovery planning. In Figure 7, the all the critical components and their planned 

redundancies are illustrated, excluding the user and the target resources. The application 

server instances and database instances were identified as critical components, and therefore 

there components are at least duplicated. The web access components are not critical and the 

duplication is used to ensure the performance. Only non-redundant component was found to 

be the loadbalancer, which diverts the connections to the application instances depending on 

the connection loads and is not a direct component of the PAM architecture, instead being a 

component of the network in the organization. Additionally, the loadbalancer is not duplicated 

as users may connect the application server instances directly

 

Figure 7, Redundant PAM architecture with SPOF’s 
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Reliance on multifactor authentication by an external third party, creates a possible single 

point of failure, where the application cannot be reached if the service is unavailable. The 

multifactor authentication services are leased as software-as-a-service and therefore is not 

possible for the project team to make highly available. This is not expected to be and issues as 

the provider has contractual availability and reliability requirements. It has to be considered 

when designing and implementing a resilient architecture and planning disaster recovery 

procedures. One possible way to avoid the single point of failure, is to circumvent it through a 

rigorous break glass procedure that uses local authentication if the service is unavailable. 

 The application instances are hosted in virtual machines that are duplicated to be hot 

& hot, with session persistence by identity. If a connection is made by an identity towards the 

load balancer, the load balancer chooses the primary application instance and creates a 

persistent session for the identity towards the application instance. Persistence demands that 

the session will not swap between application instances while it is active, avoiding possible 

synchronization errors with the application state. This enables the session from the load 

balancer to be only on the primary application instance, which makes it possible to not have 

synchronization between the application instance one and application instance two, reducing 

the work needed by the application instances. The lack of synchronization will mean that the 

sessions are not possible to be transferred while the application is running in a case of 

unavailability on the primary application instance, and a new connection has to be initialized. 

During the implementation project, the lack of synchronization was considered to be an issue 

with user experience, however it was later deemed as a necessary feature of the chosen 

service could be made scalable as more application instances could be added anytime.  

 The application instances forward the connection towards the protected resources 

when they are, RDP or SSH remote-connection, if they are HTTPS-based web accesses the 

connection will go towards the PAM tool’s web-components and forward to web-proxies. The 

web-components create a secure session using the access data from application instances to 

the web-proxies, which allow the users to use a blank web-browser from the proxy to access 

the protected resources through a web-application. One carrier is used as a primary one, while 

the other is a backup secondary one, to increase resilience. Similarly the web proxies are 

duplicated to have a primary and a secondary one for fault tolerance. With this fault tolerance, 

the application instance will be configured in a way that it redirects the connection towards 

the secondary component if the primary one is unavailable, similarly to the load balancer.  
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 The database environment consist two database instances and the instances are 

configured that the both instances are active. Another of the two database instances will be 

configured as the primary node, which will support the production environment. The 

secondary database instance will act as supporting node and it will be set as the primary 

instance based on heartbeat from the database environment. This ensure that the system and 

services will be available if there is a failure with the another database instance. One read-

only cold standby replica was deemed necessary to ensure that a complete data loss will 

become extremely unlikely, as the standby replica will only be synchronized rarely to store 

longer backups of the databases, that can then be used to restore the original state of the 

application in case of a disaster.  

 To achieve high availability through the redundant components a load balancer is 

needed for the system. As stated previously, the load balancer will efficiently distribute the 

connections towards the application instances automatically. [52] The load balancer ensures 

that in a case where one application instance is offline, the connections are re-directed to an 

online application instance, preventing outages. The load balancer is not considered a 

component of the PAM tool, as it is an IT infrastructure for other applications in the 

organization also. However, it is a critical components when considering the high availability 

of the service and it needs to be included in the design documentation. Load balancer uses 

different types of load balancing algorithms: [53] 

 Round Robin – Requests are sequentially distributed between the application instances 

 Least Connections – New requests are sent to the application instance with the fewest 

current connections to the clients. 

 Least time – Requests are sent to whichever application instance has the fastest 

response time 

 Hash – Distribution based on a defined secret 

 Random with two choices – Picking a server randomly 

It was concluded that generally Round Robin routing algorithm should be used as the server 

and port information is preserved for the session duration. For the high availability design to 

work it needs to reach a pre-defined URL and regex match response with an expected string 

to determine the availability of the underlying application instances. 
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5.1.2 Data Loss and Backup Failure 

Data loss can be prevented by designing backup strategy aligned with RPO, RTO and RCO 

targets. The backup strategy is implemented with the backup setup and configuring the 

backup services based on the backup strategy, where data can be recovered even if it is 

considered lost, corrupted, compromised or stolen through hardware failure, human error or 

malware. The plan is to identify the essential data for the PAM tool to keep operational and to 

ensure it can be accessed even in a disaster. Duplication of the PAM tool database is a part of 

the approach to ensure resilience if the another database server instance is lost. The primary 

database server is asynchronously replicated to the standby database server.   

Data loss can occur if the database becomes unavailable or corrupted, but data loss is 

not limited to component malfunction. Data loss can occur from a successful ransomware or 

other cyber-attack on the database of the service The service needs to be air gapped on the 

network level to ensure that the breach is contained in case of a breach, which means that the 

service can be separated in the network level from the outside internet as well as the 

organizations own network. If a corruption or data loss is detected in the primary database, the 

heartbeat system should not synchronize it with the secondary one and a backup can be driven 

from the secondary system to restore the primary one. However, it is a possibility that both 

the primary and the secondary one become unavailable or corrupted. If it were to happen, 

there is a standby read-only database to provide a backup to restore the state before the 

corruption. The standby read-only cannot be used in case of an outage as a replacement for 

the primary or the secondary one, but the primary or the secondary one can be restored and 

rebuilt from the standby one. 

  The databases will be implemented into two separate datacentres. In the data centres 

the databases will be under the same cluster, where the primary data base will be readable and 

writeable, and the secondary one similarly, but only the primary one is writeable from the user 

perspective. The standby database one is read-only, it removes the possibility of both 

databases becoming corrupted, as the standby one cannot be written over. The secondary one 

synchronizes with another standby one only from time to time to keep the backup data up to 

date. In figure 8, the architecture is illustrated to highlight the scalability of the setup, by 

having a possibility to add more databases or application instances if required. 
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Figure 8, Database set up 

 Originally the database replication was suggested to be even more redundant, but it 

will have to be cut due to concerns it being not reasonably budgeted. The primary thought for 

conserving resources, was that the break glass procedure will reduce the risks involved with 

data loss and additional databases will reach the law of diminishing returns.  

5.1.3 Stolen Credentials or Certificates 

A cybersecurity focused disaster that was considered during the project, was that the main 

access credentials or certificates of the PAM tool may get stolen. If stolen, the whole system 

would be inaccessible and in danger. The original plan is to monitor credentials and 

certificates related to the access to the PAM tool in a Security and Information Event Manager 

(SIEM). SIEM would then be able create an alert, that would automatically halt access 

through the credentials or certificates to the system. This was based on a regular incident 

response to a cybersecurity breach, where the main goal is to isolate and contain. Identifying, 

revoking, communicating, and forensic analysis would be left to the Security Operations 

Centre (SOC), since they are responsible and capable of handling similar events in the 

organization. However this scenario is out of scope, as preparing for it is dependent on the 

progress of the project and it will be only possible to consider after the system is made highly 

available.  
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5.1.4 Personnel Disaster 

Personnel disasters are more part of the business continuity planning at the target 

organization, however they are important to consider for disaster recovery. The recent Covid-

19 pandemic highlighted the need for preparedness against workforce disasters. [54] One 

important scenario that will eventually arise is that the workforce might be unavailable due to 

a disease for a long period, or all of the personnel with the knowledge of managing the 

product are unavailable due to some unspecified reason. For this situation it is useful to have 

redundancy within the workforce, in a way that the service can stay available even if many of 

the personnel become unavailable. This can be done using automated services and having 

remote access to all of the critical components in the system and training multiple personnel 

to manage the system. The PAM tool will be operated entirely remotely if using the 

organizations own network, so there is already built in redundancy towards personnel 

unavailability. The need to make it possible to access from outside the network will be out of 

scope for the test environment of the service, but might be useful to note when considering the 

production environment. Proper documentation will provide the possibility to avoid 

knowledge loss if a worker needs to be replaced or retrained in case of a workforce disaster. 

5.1.5 Vendor Disasters 

The vendors that provide services for the solution need to have their own disaster recovery in 

a case of disaster at their facility. It is possible that they may have a problem with for example 

electricity outages or security breaches, however it cannot be in our services scope to prepare 

for them. Some assumptions on the level of service continuity provided by the hosting have to 

made: 

Security has to be taken into consideration by the vendors as they are liable to secure 

physical access to our services. For example they should be prepared for fire emergencies, 

natural disasters, or sabotage by an outside threat. Therefore, they must create a 

comprehensive plan to secure the resources that are in their responsibility. 

Electricity outage resilience can be achieved by the vendors using back-up power 

generators. These stand by generators provide an alternative electrical load to the servers by 

automatically detecting power outages and turning on in a case of outage. Most commonly 

back-up power units run on diesel and generate enough power to keep the service running 

during the power outage.  



43 
 

 

Vulnerabilities in the application are possible and the service vendor is liable to keep the 

application up to date to avoid vulnerabilities in the software. An attacker could leverage a 

vulnerability in the software application to gain unauthorized access or manipulate 

configurations to access sensitive data. Therefore, the vendor should establish a robust 

vulnerability management program to identify and remediate vulnerabilities in their provided 

service. 

5.2 Break Glass Procedure 

Break glass procedures are relevant for the disaster scenario, where the entire provided 

service is unavailable and users have a need to access protected resources within the 

application. The protection and restriction associated with the PAM tool must be able to be 

bypassed in case the PAM tool is not available or able to connect to the protected targets. The 

PAM tool will not have cascading effects on the protected assets, when sufficient break glass 

mechanism and procedures are defined, implemented and tested. The break glass enables 

accessing of the protected assets for example with the disaster recovery accounts or 

credentials. The following procedure is based on the target company’s own best practises for a 

break glass and incident response loosely adopted from NIST. [55] 

Creation and provision of break glass accounts are based on pre-defined procedures or 

accounts are already created into the protected assets. Access to break glass accounts 

potentially need additional procedures, which can be for example firewall openings or similar 

type of actions. If impacts from a disaster are significant, there is a need to bypass the 

privileged access management process through the PAM tools. Use of break glass procedures 

generally require accessing the protected assets with accounts that are provisioned into the 

protected targets beforehand. This requires that authentication details (passwords etc.) 

associated with the accounts are available. There are many approaches to share and store 

authentication details of the break glass accounts. The authentication details of disaster 

recovery accounts used in the break glass procedures are distributed that those are available in 

case of disaster. The authentication details can be distributed and stored in disaster recovery 

plans, which are stored in a physical safes. In addition, the authentication details can be stored 

in virtual vaults if those are sufficiently resilient. [51] 

 The principle for using break glass procedures and accounts is ongoing incident during 

the protected assets are not available through the PAM tools. There are approaches for 

limiting usage of break glass procedures and accounts. The most common approaches are 
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limiting use of break glass procedures by limiting access to the protected assets in other 

layers, for example with firewall rules. Additionally, access can be limited by restricting 

access to authentication details in combination with monitoring use of the break glass 

procedures and accounts. The initial monitoring is usually performed by a SOC services. 

Authentication details of all accounts including break glass accounts are generally sent to a 

security information and event monitoring tool, which support the SOC services. The SOC 

services have defined procedures, which they will execute if a break glass account is used. 

The procedures may include closing of connections if use of the break glass account cannot be 

traced to any ongoing incident management activities. If use of a break glass account cannot 

be logged at protected asset and monitored in real-time, the monitoring can be performed 

from a secondary source. The secondary source for monitoring can be access log for a 

physical safe or digital secret vault. Each use of these emergency accounts will be reviewed 

and that use of account is associated with a valid reason and conclusion on appropriateness of 

the usage. The review results are documented as an evidence. 

 The post incident activities may include changing authentication details of break glass 

accounts, disabling of break glass accounts, or deletion and re-creation of break glass 

accounts, which prevents use of the accounts after the incident. Additionally, the post incident 

activities can include review of performed activities and analysis on effectiveness of the 

performed disaster recovery activities. Results from the analysis are reflected to the disaster 

recovery plans. 

It is important to note that break glass procedures are a powerful tool and should be used 

judiciously. There must be a balance to the need for emergency access with the imperative to 

maintain a secure and auditable environment. The implementation of break glass scenarios 

should align with industry best practices, framework recommendations, regulatory 

requirements, and the organization's overall security strategy. 

 



45 
 

 

6 Evaluation 

The evaluation of disaster recovery scenarios, which are the research artifact of the thesis 

need to be limited to testing the high availability of the application instances in the privileged 

access management tool. This thesis was a part of an ongoing project in the target company, 

which created a scheduling conflict with the planned thesis completion date and the progress 

of the ongoing project. Due to this conflict, only the application instances could be made 

redundant and ready to be evaluated. The original plan was to test and evaluate the resilience 

of all the components in the PAM architecture.  

6.1 Application Instance Shutdown 

 Evaluation of the most important aspect of the PAM service availability is to test 

whether an application instance is available even if one of the instances suffers a disastrous 

incident. The evaluation was done over a period of  a week with the IAM team evaluating the 

results of a controlled disaster scenario. The scenario consisted of a situation where the 

primary application instance was periodically shut down, to test whether the load balancer 

was able to transfer the connection load towards the second instance. Similarly to test the 

redundancy of the secondary fallback application instance. Figure 9, shows the starting status 

of the application instance and figure 10 shows the end status of the application instances 

during the test. 

 The disaster recovery plan for this scenario consists of instant RTO and no data loss 

RPO. The recovery time should be instant as the fall back system is not working as intended if 

there is a delay to access the service. The RTO of an application instance being rebuilt in case 

of an outage could not be tested, as the test was to only assess the application instance 

availability. Recovery point objective is that no data should be lost, as the application instance 

should not be handling any data that can be lost. The hypothesis is that as the primary 
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application instance goes offline, the secondary instance is immediately usable, but the user 

will have to reauthenticate, as the application instances are independent of each other.  

 

 

Figure 9, starting the disaster scenario 

 

Figure 10, ongoing disaster scenario 

 

Immediate findings from the service becoming unavailable were, that the load balancer was 

able to redirect new connections to the secondary application instance immediately, but active 

connections were not able to switch instances. The hypothesis was that the load balancer was 

incorrectly configured to poll the active connections only once a minute. The hypothesis was 

revealed to be incorrect during an interview with the technician that configured it, as the load 

balancer was set to poll the availability of the instances 84 times a second. This led to another 

hypothesis that the web browser, which was used to access the application instance was 

honouring the cookies sent by the original connection. This hypothesis was deemed to be the 

reason for the incorrect operation of the application by the technician. The incorrect operation 
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was able to be fixed, however this was only an user experience issue, as the underlying 

secondary component was assessed to be fully functional. 

 Implementation of the failover system effectively means that only the connection with 

the target servers will be shut down, but the session within the server will be able to continue 

operating once the new connection is routed through the secondary system. Therefore, no data 

loss is possible to occur in the target resources during an outage of the application instances. 

The application instances only handle access data, which will be examined individually every 

time a new connection is made. 

 The implications of correct operation of the failover system is that the environment is 

able to withstand an outage in one of the application instances. However, it is possible for 

both of the components to fail simultaneously, which would mean that the whole PAM 

solution would need to be circumvented. This will be achieved through a break glass 

procedure, where an administrator would access the target servers directly, until the PAM 

solution can be rebuilt.  

6.2 Database Unavailability 

Testing the database availability could not be done, as they could not be implemented in time 

for the completion of this thesis. However, we can hypothesize how the redundancy would 

have benefitted the service. The two databases were designed to be in an active-active 

configuration where they would run simultaneously, but only one of them being the primary 

one. In this configuration, if one database becomes unavailable due to failure or disaster, the 

other can seamlessly take over, minimizing downtime and ensuring continuous service 

availability. If a disaster would occur in the primary database, the process would typically 

involve promoting the secondary database to a primary one, reconfiguring the system, 

updating DNS records, and redirecting the application instances traffic towards the new 

primary database. 

 The benefit of this redundancy is that the service avoids a single point of failure in the 

access data, providing possibility for disaster recovery for the service. The standby backup 

database would provide an additional layer of redundancy further safeguarding against data 

loss and ensuring quicker recovery times. Therefore, the RTO would be reduced and RPO 

should be always possible to set before the disaster occurs. 
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6.3 Break Glass Scenario 

Break glass scenario is typically used in situations where standard access to critical systems or 

data is not possible. Accessing the critical resources should always proceed through the PAM 

application, however it is possible that the application is unavailable due to disaster and 

accessing the resources is impossible. If any instance of the application cannot be reached, 

must the target resources be available to use. The workflow of the break glass scenario will be 

done by the security operation centre’s giving guidance to an incident response team. 

 In a hypothetical break glass scenario where all application instances are unavailable. 

There will be pre-staged credentials and monitored break glass emergency credentials for the 

administrators to use. These pre-staged credentials will only be accessible through incident 

response team, who will authorize them by their judgement on the severity of the incident. A 

dedicated mechanism to trigger a break glass scenario will not be implemented into the 

application itself, instead the trigger will always have to be done manually, due to the nature 

of the scenario. While being manual work, some level of automation can be applied, since the 

process can utilize virtual vaults and safes for storing the credentials. 

 Every action taken with the break glass credentials will be monitored and logged, 

since after the incident is resolved, there will be a review process for all the actions taken. 

This monitoring and reviewing work will be done by the incident response team. To end the 

break glass procedure, the credentials will be deleted indefinitely. 

 A short test of local authentication to the protected resources was done, however it did 

not include the future break glass procedure. The short test was to simply reach the protected 

resources while the authentication service was unavailable. It did prove that the protected 

resources will be reachable even if the PAM solution or the multifactor authentication service  

is unavailable. The test was ran by using local authentication credentials on the target 

resources.  
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7 Conclusions 

Managing privileged access is essential part of identity and access management and to 

manage privileged accesses many compounding structures need to be in place for a 

continuous delivery of the service. To enable resilience for a system that manages privileged 

access, it need to be made highly available to ensure that no cumulative interruptions to other 

services that enable efficient energy production in the target company.  

The research questions set for this paper were: 

 What are privileged access rights?  

 Why should privileged access rights be secured? 

 What type of protection mechanisms can and should be applied to them? 

 How the resilience of these protection mechanisms is ensured in case of a disaster? 

The answers to them can be summarized as: 

Privileged access rights are limited access rights to resources that are deemed critical or 

authoritative in nature, where an elevation of privileges is required compared to regular access 

rights to perform administrative tasks or access restricted resources. 

Securing privileged access rights is a fundamental component of a comprehensive 

cybersecurity and identity and access management strategy. They ought to be secured as it 

helps to protect sensitive information, prevents unauthorized actions and ensures overall 

resilience towards cyberthreats. 

The way to effectively protect privileged access rights against threats is through privileged 

access management. PAM solutions are designed to protect critical systems, sensitive data, 

and infrastructure by enforcing strict access controls, monitoring privileged activities and 

implementing security best practises through frameworks. 

Resilience of the PAM solution can be achieved through creating disaster recovery-ready 

solution, that should achieve >99% uptime. Disaster recovery-ready solution is achieved 

through fault protection, redundancy, and IT continuity planning through a disaster recovery 

plan. 
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The thesis followed the set parameters and leveraged information from a knowledge base, 

adopted from design science research and produced a research artifact for the target company 

by providing documentation for high availability and disaster recovery. The design science 

research proposed two questions: “What utility does the artifact provide?” and “What 

demonstrates that utility?” These questions are answered by the service recovery document 

provided for the target company, that states the ways the service has been made highly 

available and recoverable. Demonstration of that utility is that the documentation is required 

by the organization’s compliancy requirements towards the legislation in the European union.  

7.1 Limitations and Future Study 

This thesis is limited to one particular case of implementing a privileged access management 

solution in a target organization, which might not be applicable in other organizations or with 

a different solution choice. By working with a target organization, many of the details had to 

be anonymized making the thesis less specific. However, the generality of the thesis provides 

an excellent opportunity to see how and why a similar tool can be made resilient.  

As the underlying conditions in the project at the target organization brought up 

challenges with scheduling with this thesis, the evaluation could not be made for the resilience 

of the planned database redundancy. Other component’s availability are set to be tested during 

the following year. 

The research on the possible business impacts of the risks associated with privileged 

access management could not be used in the thesis. The quantifiable facts and logic would 

reveal sensitive information of the target company, but would have been useful for further 

evaluation of the reduced business risk by the PAM solution. 

This research could be extended to measure all of the disaster scenarios proposed in 

the implementation chapter and possible further scenarios, with their relevant business impact 

analysis. This would create a more comprehensive look at the possible disasters and 

challenges that may occur while implementing high availability for a privileged access 

management tool.  
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