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In today’s digital landscape, where data is being collected in virtually every interaction be-
tween users andwebsites, safeguarding users’ privacy has become exceedingly paramount.
This becomes even more critical with applications that handle information of sensitive
nature such as whistleblowing channels, where preserving the anonymity of reporters is
extremely important. The EU whistleblower directive mandated for larger corporations
to establish these channels to promote transparency and accountability within their orga-
nizations. This thesis discusses how well Finnish companies have established safe and
trustworthy whistleblowing channels by going over what kind of information is being
leaked during the whistleblowing process, and can it lead to the identification of a user.

The thesis starts off by introducing the legislation that is relevant to data management
within the whistleblowing channels in Finland, mainly the GDPR and the whistleblowing
directive, along with Finland’s implementation of these regulations. Following this, the
thesis goes over what kind of privacy risks and threats exist inside the whistleblowing
channels. Subsequently, two case studies are carried out to show how well the 15 biggest
companies in Finland protect the privacy of the whistleblower during the utilization of
each company’s whistleblowing channel. The thesis also looks into how dark patterns i.e.
deceptive designs, inside the companies’ cookie banners, are used to manipulate users into
making unbeneficial decisions for themselves. Additionally, the thesis assesses the clar-
ity and comprehensibility of the companies’ privacy policies, focusing on how well they
are written in terms of transparency and understandability. Based on the research done in
this thesis, all of the 15 companies leaked data that could lead to the identification of the
reporter. Furthermore, most of the companies fell short in terms of the both the effective-
ness of the content in their privacy policies, and the harmful usage of dark patterns in their
cookie banners.
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1 Introduction

As technological advancements continue to change the landscape of the internet, privacy

and the concerns surrounding it have become a pivotal topic in today’s world. The han-

dling, storage, processing, and use of data collected from users is nowadays happening in

almost every interaction between the Internet and the user, from social media platforms

to online banking. In order to keep up with this data collection, users must be vigilant

about their own online activities, and at the same time organizations and developers need

to account for it to safeguard the privacy of users.

Whistleblowing channels, which are not exempt from concerns of user privacy, are

crucial tools that let people (usually workers or insiders of a specific company) report

any misconduct or misbehaviour by the company to the proper authorities, enabling them

to take corrective action. As a whole, whistleblowing plays an essential role in society

by helping in detecting corruption, fraud, bribery, or any other form of misconduct by

different companies and organizations.

At the University of Turku, we conducted a scientific study on the impact of data col-

lection on user privacy during the whistleblowing process [1], and published it in Novem-

ber 2023. Building on the gained insights from this study, my thesis aims to dive deeper

into the privacy challenges that exist inside the whistleblowing process and explore the

impact different consent levels (maximum and minimum amounts of cookies) have on

data collection practices in that process.
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1.1 Research Motivation

The European Union (EU) passed the Whistleblower Directive in December 2019. The

directive’s main goal was to create confidential and secure reporting channels and prohibit

any kind of retaliation against individuals who use these channels. Finland implemented

this directive through the Whistleblower Act, where it was made mandatory for private

sector companies with over 50 employees and public sector companies with over 250

employees to create a reporting channel1. In addition, the fast implementation of the di-

rective raised some concerns regarding whether the channels were established in a rush,

potentially leading to inadequate implementation of safety and privacy methods.

What is more, in today’s digitalized world, it has been demonstrated that individuals

can be identified through data collection on websites [2]. This raises concerns regarding

privacy inside the whistleblowing channels. It is imperative that these channels would

be made in a way, that ensures the anonymity of its user. In other words, the channels

should be made in a way that prevents the reporting individual from being identified by

the company or any associated third-party.

Despite the prohibition of any form of retaliation against whistleblowers, it has been

demonstrated that in the cases of where these individuals are identified, the person or cor-

poration being accused may take some revengeful acts or use intimidation tactics against

the whistleblower [3]. This has the possible effect of making potential whistleblowers

opt out from reporting unethical behavior, leaving such actions unnoticed by appropriate

authorities.
1https://www.twobirds.com/en/trending-topics/the-eu-whistleblowing-directive/implementation-

status/finland
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1.2 Research Questions and Structure of Thesis

In the context of privacy concerns in whistleblowing channels, my research aims to shed

light on the effectiveness and challenges associated with whistleblowing channels in pre-

serving anonymity and privacy of users, while also taking into consideration the potential

impact of different cookie settings. Research questions of the thesis will be following:

• RQ1: Can the whistleblower be identified, and if so, by whom?

• RQ2: How well do the Finnish companies protect the anonymity of a user utilizing

whistleblowing channels?

• RQ3: Does cookie consent have the expected effects and are there dark patterns?

– RQ3.1: Is there a difference between using different cookie settings?

– RQ3.2: Do the cookie banners use dark patterns?

• Q4: Is the user informed adequately about data processing practices?

Chapter 2 examines the legislation frameworks regarding privacy in whistleblowing

channels, mainly the General Data Protection Regulation (GDPR) and the Whistleblower

Directive. Chapter 3 defines privacy risks and threats in whistleblowing channels. These

two chapters are made as a literature review to answer RQ1, and give necessary founda-

tional information about privacy. In Chapter 4, two case studies are presented, to answer

RQ2 and RQ3.1. In the case studies, we look into the 15 biggest companies in Finland

and evaluate how well they safeguard the privacy of an user utilizing their whistleblowing

services with the utilization of different cookie setting. Chapter 5 discusses the so-called

Dark patterns i.e. deceptive designs and evaluates are they used by the 15 biggest com-

panies of Finland to answer RQ3.2. In Chapter 6, we go through the privacy policies of

the companies to investigate the amount of transparency companies employ when talking

about their data collection practices. This helps us answer RQ4. In Chapter 7, we dis-

cuss the implications of our findings to the whistleblower, and some recommendations
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for website developers. Finally, Chapter 8 goes through the contributions that this thesis

has made to the field.



2 Legal Considerations Regarding

Privacy

The concept of privacy itself is difficult to define and has evolved rapidlywith the advance-

ments in technology. In 1891, Samuel Warren and Louis Brandeis described privacy as

the right to be left alone. Today the concept has evolved, and it includes a broad range

of considerations, the complicated interactions between individuals, their personal infor-

mation as well as the wide and ever-changing landscape of technology. In addition, the

language describing privacy and the information considered being personal differs in var-

ious cultures and places. [4] However, in present-day, privacy as a concept can be broadly

defined as the individual’s right to choose what information about themselves is shared

and who gets that information.

2.1 Legal Frameworks

In order to ensure the privacy protection in whistleblowing channels it is necessary to un-

derstand the relevant laws, regulations and directives governing data protection, privacy,

whistleblowing and their connections to each other. In the following paragraphs, we will

go through the most important ones in regard to the privacy of whistleblowing channels.

The General Data Protection Regulation (GDPR), one of the most crucial legal frame-
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works, came into effect on May 25, 2018, with the aim of enhancing data protection for

users. The GDPR clarified rules, established certain requirements, and provided clear

instructions for processing, storing or transferring personal data in the EU. This regula-

tion brought significant changes in the data protection strategies for companies. Overall,

the legislation concerning data protection issues has rapidly evolved in response to the

increasing amount of personal data collection practices in our daily lives. [5]

In addition to GDPR, In October 2019 the European Union enacted the so-called EU

Whistleblower Directive where protection of individuals who report the misconduct or

unethical behaviour of companies or organizations is highlighted. It emphasizes the im-

portance of confidential and secure whistleblowing channels and shields the whistleblow-

ers from any retaliation that may occur. [6]

In addition to these regulations and Directives, Finland has enacted national laws to en-

sure data protection, privacy and whistleblowing possibility of their citizens. After imple-

menting the requirements of the General Data Protection Regulation (GDPR), Finland has

introduced additional measures through the Data Protection Act to enhance the protection

of individuals’ privacy rights. The Data Protection Act points out the principles and re-

quirements for handling personal data, ensuring the privacy and rights of individuals [7].

Furthermore, Finland has also enacted the Whistleblower Act, which mandates that the

public sector companies with over 50 employees and private sector companies with over

250 employees would have to establish secure and confidential whistleblowing channels.

[8]

In this chapter, we will discuss how these legal frameworks help in protecting privacy of

the whistleblowing channels. They do so by establishing clear guidelines, requirements

and standards for data protection and whistleblower practices. In other words, they create

the overall framework that companies can and should follow in order to create confidential

reporting channels.
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2.2 EU Whistleblower Directive

The primary objective of the Whistleblower Directive is to create a secure and reliable

environment for whistleblowers, enabling them to report any misconduct without the fear

of retaliation. By encouraging and protecting whistleblowers, the EU aims to enhance the

detection of misconduct by companies or organizations. [9]

The Directive gives legal protection to any whistleblower who reports information under

certain conditions. These conditions include: the reporter has reasonable grounds to be-

lieve that the information being reported is accurate at the time of reporting, the reported

information falls under the legislation, and the reported information is communicated to

component authorities using the provided channels. Moreover, the directive encourages

the use of internal reporting channels, when whistleblowers feel that there is no chance of

retaliation, and the concern can be handled effectively, before utilizing external reporting

channels. [9]

The directive presents several key provisions and requirements that member states must

implement in their national legislation to protect whistleblowers. Here are some key pro-

visions [8], [9]:

• Reporting Channels: The directive mandates the creation of secure and confiden-

tial reporting channels through which whistleblowers can report information about

wrongdoings. These channels should be easily accessible, and users should have

the ability to report anonymously if they choose to do so.

• Protection from retaliation: Whistleblowers are protected against any form of

retaliation in response to their reports.

• Confidentiality and anonymity: The directive underlines the importance of main-

taining confidentiality regarding the whistleblower’s identity throughout the entire
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reporting process. In addition, whistleblowers also have the right to remain anony-

mous, and any personal data collected during the process must be handled in accor-

dance with data protection laws.

• Feedback and follow-up: Whistleblowers have the right to (if possible) get feed-

back on their report. In addition, be informed about the actions taken as a result

of their reports. Furthermore, the directive encourages to create mechanisms for

possible follow-up conversations with the whistleblower.

The EU whistleblower directive applies to a wide range of both public and private sector

companies and organizations, including every private sector entity that has over 50 em-

ployees. It also applies to multiple areas, such as public procurement, financial services,

consumer protection, environmental protection, and public health. The whistleblowing di-

rective aims to create a systematic approach towards whistleblowing across the EU while

promoting a high level of protection and standardization of reporting mechanisms. [6],

[9]

In conclusion, the directive represents a significant step forward in promoting transparency

and accountability within the EU. This is achieved by encouraging whistleblowers to come

forward without the fear of retaliation, and thereby improving the detection of wrongdo-

ings while simultaneously protecting the whistleblower.

2.3 General Data Protection Regulation

In the whistleblower Directive it is described that the personal data used in the reporting

channels falls under the protection of General Data Protection Regulation (GDPR) [9].

This means that any information related to a person or information related to an identifi-

able person is protected by the GDPR. The primary objective of GDPR was to unify the
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requirements and standards for data protection in the EU. Before the GDPR, data protec-

tion guidelines were fragmented due to the old Data Protection Directive being insuffi-

cient, and each member state having their own varying national laws [10]. What is also

worth noting about GDPR is its scope. Although being EU regulation, in Article 3 of the

GDPR it is discussed that it affects any and all organizations outside the EU that handle or

process any personal data of an EU citizen [11]. In this section, we will look at the parts

of the GDPR that are related to privacy of the whistleblowing channels.

The GDPR defines personal data under Article 4(1) as: ”‘personal data’ means any infor-

mation relating to an identified or identifiable natural person (‘data subject’); an identi-

fiable natural person is one who can be identified, directly or indirectly, in particular by

reference to an identifier such as a name, an identification number, location data, an online

identifier, or one or more factors specific to the physical, physiological, genetic, mental,

economic, cultural, or social identity of that natural person” [11]. In the context of whistle-

blowing and reporting channels, this entails all information that can be connected to the

person who is reporting. Furthermore, if the whistleblower wishes to stay anonymous

throughout the reporting process, it is vital that the companies or organizations recognize

this and do not collect any personal data.

The GDPR can be recognized as a data governing system that encourages companies to

carefully think about data collection as well as its destruction [12]. The key concepts

of GDPR include personal data, data subject, data processing, data controller and data

processor. Themain purpose of GDPR is to protect the personal information of EU citizens

and make sure that the fundamental right to privacy is preserved.

Data processingmeans any kind of usage and manipulation of data ranging from collect-

ing data to destroying it. Data subject as a concept refers to the person whose data is

being processed, in other words, the users using applications and websites. The person

who is responsible for choosing the purpose and method which are used on the data is
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called a data controller. Data processor refers to third parties external of the company

that processes personal data behalf of the controller. [11]

The GDPR outlines fundamental guidelines for data processing by organizations to protect

the privacy rights of individuals. These principles include [11]:

• Data processing should be lawful, fair, and transparent, ensuring that data subjects

understand what data is being collected.

• Purpose limitation, meaning that personal data should be collected only for a spe-

cific purpose, reducing the risk of data exposure.

• Data minimization, where only necessary data should be collected and processed,

further reducing the risk of data exposure.

• Importance of accuracy, ensuring that personal data is correct and up-to-date.

• Accountability and compliance, where organizations should be accountable for their

data processing activities and comply with the principles of GDPR.

The GDPR poses a lot of requirements for corporations that operate or do business inside

the EU. In addition, the potential penalties for violating the GDPR are quite large as the

max out at either 4% of the global revenue of the company or 20 million euros, depending

on which one is higher. Compared to the Whistleblower Directive or the previous privacy

legislation (the Data Protection Directive), these penalties are substantial and can have a

real financial impact on companies. [11]

Another thing to consider when talking about GDPR in whistleblowing channels is that

the data subject (whistleblower) has certain rights: the right to ask and receive the col-

lected information about them, the right to know the purpose of the collected data, right

to ask for the collected data to be deleted, the right to access the collected data, and rec-
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tify any inaccuracies in the collected data. The whistleblower channels need to establish

transparent and effective methods for data subjects to exercise these rights. [11]

One more thing that the GDPR takes into account, is its scope. In recital 22 in the GDPR

it is said: ”Any processing of personal data in the context of the activities of an estab-

lishment of a controller or a processor in the Union should be carried out in accordance

with this Regulation, regardless of whether the processing itself takes place within the

Union.” [11] This means that despite the regulation being European, its impact extends to

any processing of personal data involving EU citizens in other parts of the world as well.

Overall, the GDPR has fulfilled its goals in unifying and updating the legislation across EU

member states, and in boosting personal data protection by increasing the transparency and

care in data processing. Now organizations have clear guidelines that they have to follow

when handling personal data and the rights of individuals have been precisely defined,

which further improves the transparency of data handling.

2.4 Finnish Legal Frameworks

As an EUmember state, Finland has integrated the GDPR and theWhistleblower Directive

into its national legislation. Finland did this through the Data Protection Act and the

Whistleblower Act. These acts contain extra provisions that were made to further increase

the protection and privacy of Finland’s citizens and encourage the reporting of unethical

behaviour of companies.

The Data Protection Act (DPA) in Finland plays a crucial role in protecting the privacy

of individuals. It implements the GDPR by specifying the guidelines and requirements

for handling and processing personal data [13]. Furthermore, it emphasizes that in order

to collect personal data, explicit consent is needed from the user, and points out the in-
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dividual’s right to access, request corrections or request the deletion of any personal data

collected [7].

Like already mentioned, Finland enacted the Whistleblower Act, which mandates that

private companies with over 50 employees and public entities with over 250 employees

needed to establish confidential and secure reporting channels by April 2023. What is

more, the channels must have the option to report anonymously and any retaliation by the

company towards the whistleblower is prohibited with a threat of severe ramifications.

Any personal data processed in the channels in Finland falls under the protection of DPA

and GDPR [14].

In conclusion, the two discussed Finnish legal frameworks (theData ProtectionAct and the

Whistleblower Act) work together to encourage andmake it possible for whistleblowers to

act without the fear of them being identified, their personal data being processed without

permission or being retaliated against in anyway. In addition, the acts give clear guidelines

and requirements that help companies build reliable privacy-respecting whistleblowing

channels.



3 Privacy Risks and Threats in

Whistleblowing Channels

Digital services have become more prevalent and accessible in today’s digitalized society,

which has led to more people utilizing them. At the same time, today’s websites have

become full of numerous embedded third-party services such as web analytics tools. This

raises concerns have certain digital services, where user’s privacy is indispensable such

as whistleblowing channels, thoroughly thought about and implemented adequate mea-

sures to safeguard the privacy of its users. Furthermore, in the case of whistleblowing,

the organization or the company that is being reported should not be able to identify the

whistleblowers, since they might deem them as a threat [15]. In other words, no personal

or identifying data should leak to third-parties or the company during the reporting process

in order to protect the whistleblower.

In recital 30 of the GDPR personal data is defined: ”Natural persons may be associated

with online identifiers provided by their devices, applications, tools and protocols, such as

internet protocol addresses, cookie identifiers or other identifiers such as radio frequency

identification tags. This may leave traces which, in particular when combined with unique

identifiers and other information received by the servers, may be used to create profiles of

the natural persons and identify them.” [11]
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In this chapter, we delve into different web tracking technologies, and data collection

practices. We have already showed how personal data is defined in the GDPR, and how

it adheres to the EU and Finnish legislation, but now our focus shifts to what kind of

information applications collect from users, how it is collected, and how it may lead up

to the identification of the user. By going over the landscape of data collection we aim to

provide a comprehensive understanding about the subject.

3.1 Data Collection

The data collection methods can be classified into three distinct categories. The first

method of collecting information is taking data from the user’s input itself. In other words,

users themselves give information to the service provider, for example, to be a registered

user for a service, new user would give their name or email, which can be used to identify

the user. The second method involves the application indirectly collecting information

such as IP addresses and device information about the user. The third method adds in-

formation from an outside source to already existing information about the user creating

a more comprehensive profile about them. For example, a company might collect data

from user’s interaction with their website and then obtain information about their social

media habits from an outside source. By combining these two datasets a company can

build a more detailed profile of the user. The first method usually involves the user giving

out their names, banking details, address etc. This is information that can be considered

personal data, since it can be linked to a natural person. However, in case of this thesis

we will focus on the two latter methods of information collecting since we are interested

in what kind of information is collected without the user direct input into the application

and can it lead to the identification of the user.

While the general belief might be that the ”worst” thing that the information collected
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through websites can be used for is target marketing the reality is much different. The

collected data can be utilized for various questionable purposes, for example it can be

used in price discrimination, where companies set the price of a product to each customer

individually from their personal valuation of the item [16], assessments of financial cred-

ibility, where data on who you are friends with in Facebook can affect if you get a loan

or not [17] or even in government surveillance [18]. Three common and regularly used

tracking technologies involve cookies, fingerprinting, and tracking pixels1.

Cookies were first introduced by Netscape in 1994. The creation of cookies enabled state-

ful browsing instead of using the stateless HTTP protocol. Cookies work by allowing

small pieces of data that are created by the web application to be saved on the browser.

These can be used to save information such as various different identifiers, user authentica-

tion, and keep track of session identifiers which can enable the work of complex functions

(e.g. Shopping cart). [19] Cookies can be categorized into first-party cookies or third-

party cookies. If a cookie has the same domain and scheme (http, https) as the current

page, it is a first-party cookie. On the other hand, if the domain or scheme is different

from the visited website then it is a third-party cookie.

Fingerprinters collect information about your device, browser, network and combines it to

create a unique fingerprint to you as a user. What is more, this data can also be linked to

existing profiles or information about the user making the user more identifiable. Tracking

pixels are usually a 1x1 pixel sized graphics, that are loaded when a user visits a website

or opens an email. The small size of the graphic makes it hard for the user to notice. In

addition, they are usually designed to be hidden partly or fully in the background color, so it

is almost impossible for the user to notice them. Tracking pixels mixed with JavaScript are

used to collect information about user behavior meaning their interactions with websites,

and device information such as the operating system, IP address, and timestamp.2

1https://www.cookiepro.com/knowledge/website-tracking-technologies/
2https://www.lrb.co.uk/the-paper/v43/n07/donald-mackenzie/cookies-pixels-and-fingerprints
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Third-party services have gained popularity due to their tracking capabilities, them be-

ing cost-efficient and their well-made functionality. Website providers favor to utilize

them instead of building their own analytic tools to avoid the resource-intensive and time-

consuming workload. Furthermore, the ability to gather vast amounts of data from various

websites creates a bigger advantage to the third-party services, since from bigger amounts

of data, it is easier to build better and more comprehensive insights about users. [20]

The persuasive nature of these third-party tracking services lies in their ability to monitor

users on multiple websites, collecting data from multiple sources helps them to create

highly detailed profiles of individual users. This raises concerns about the user’s privacy

and data security. In other words, at the same time as more and more information is

collected, more (personal) data is exposed to these services and the sense of user privacy

starts to fade. [21]

Figure 3.1 below represents how analytical tools work on the surface level with three main

components depicted. Firstly, the user requests a web page from the server. Secondly,

the server returns and logs the request. Finally, as the web page is loaded in the user’s

browser, it connects to third parties sending them data. The third-party connections can

provide other functions than analytical data collection, such as advertising, or social media

integration. However, the type and amount of data transmitted remains depended on the

configurations and purposes of all third-party components.

3.2 Identifying Data

To get a clearer understanding about the kind of data that is collected on websites, we

will look at other studies, which were conducted in a similar fashion as the case studies

done for this thesis. In one such study [2], Heino et al. analyze the network traffic of 34

web services provided and maintained by the Finnish public sector. In the study the web
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Figure 3.1: How third-party analytical tools work

services were tested by utilizing the most important functionalities, visiting crucial pages

and logging into the services while all cookies were accepted. The traffic generated was

recorded by using Google Chrome’s Developer Tools (DevTools), which was then later

analyzed to see what kind of data was collected. It was shown that almost every single

web service collected some amount of data from the user, some more than others, using

different kind of trackers. The personal data collected in the study will be shown in Table

3.1.

One thing to be noted is that the device IP address is always sent out with each web request,

which is evident in the results shown in Table 3.1 as well (two services did not use any

analytic tools, which means they did not leak the IP addresses) [2]. Some analytical tools

might try to tackle this problem by anonymizing the IP address. For instance, Google

Analytics 4, which replaced the earlier version in July 2023, has the capabilities to do this
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Sent data item Number of services (Percentage)
IP Address 32 (94.1%)
Browser 32 (94.1%)

Operating System 32 (94.1%)
Screen Size 32 (94.1%)

Window Size(viewport) 15 (44.1%)
Color depth 25 (73.5%)
User Identifier 2 (5.9%)

Device/Browser Identifier 15 (44.1%)
Other Unknown Identifier 31 (91.2%)

Timestamp 26 (76.5%)
Language 25 (73.5%)

List of Purchased Products/Services 1 (2.9%)
Viewed Contents/Performed Actions 32 (94.1%)

Connection Type 6 (17.6%)

Table 3.1: Personal data items sent to analyzed web services [2]

by removing the IP address of all users operating inside the EU. However, it should be

mentioned that the service still uses the IP address to deprive some geographical location

data before deleting it3. However, the omission of the IP address does not mean that

it would be now impossible to identify the user. In most cases, with the location data

gathered from the IP address, a lot of technical details and timestamps of the interactions

between the user and the website, it is still plausible to identify the user. Furthermore, the

anonymization is conducted by Google on their servers, which means the process is under

their control. This means that the website host has no other choice than to trust that the

third-party (Google) carries out proper anonymization and data handling.

Other studies using the same methodology have shown mirroring results. A study by

Carlsson et al. analyzing network traffic of 15 Finnish web services often used by vulner-

able groups (such as elderly, people with medical issues, people living in remote locations)

showed that despite this personal data being very delicate, it was sent to various third par-

ties [22]. Another study by Heino et al. showed that 95 websites of universities from

3https://support.google.com/analytics/answer/12017362?hl=fi
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19 different EU countries have concerning number of analytic services [23]. These stud-

ies highlight that data collection exists in many different web applications and services,

including in the ones where personal data should be protected at all costs.

As we have discussed there are many different kind of data that can be classified as per-

sonal, from person’s name, bank details and real life address to their Operating system, IP

address and Purchase history. This kind of information can be collected through all three

aforementioned methods from a user. Privacy regulations like the GDPR have made it

mandatory for websites, services and web applications to inform users how they are be-

ing tracked and provide an option for the user not to get tracked. In essence, collecting

data and tracking users is not mandatory, rather it is a discretionary choice made by the

service provider, excluding the extremely rare cases where a website or service has been

compromised by hacking to conceal malicious data collectors or trackers.

In order to assess the potential risk each data item holds for identifying a person, we can

classify them based on their high-level characteristics. Yabing Liu categorizes them in his

article into three distinct dimensions [24]:

• Static vs. Dynamic

– Static refers to data that remains the same over time, or at least does not change

frequently, such as person’s gender, phone number, name, email address etc.

– Dynamic in contrast means data that may change over shorter or medium time

intervals, for example user’s session ID, geographical location and set of per-

sonal interests.

• Unique vs. Non-unique

– Unique data serves to unmistakably identify an individual user from other

users. Phone number and user’s email are great examples of unique data.
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– Non-unique refers to data that many user may have in common, this includes

things like, user’s gender, name or date of birth.

• Shared vs. Distinct

– Shared data is data that most likely stays the same across services and web-

sites, this refers to data such as mailing address.

– Conversely, Distinct data may vary across different services or websites. For

instance, the timestamp of user logging in or session identifier.

Sent data item Static Unique Shared Rating
IP Address x x Critical
Name x x Critical
Gender x x Minimal

Mailing Address x x x Critical
Email address x x x Critical
Browser x Minimal

Operating System x x Moderate
Screen Size x x Minimal

Window Size (viewport) x Moderate
Color Depth x x Minimal
User Identifier x x Critical

Device/Browser Identifier x x x Critical
Timestamp x Minimal
Language x x Moderate

Viewed Contents/Performed Actions x Moderate

Table 3.2: Classification of data items according to how critical they are in the identifica-
tion of a user

Table 3.1 shows different personal data items and number of services they were sent to

from using 32 different web applications. Since the case study done in this thesis is done

in similar fashion, we can use the data items from the list, with a small modifications

to give a clear picture on what kind of data item are collected on the applications, and

evaluate their potential in identifying an user utilizing the three dimensions discussed in

the previous paragraph. This will not be a perfect list on which attribute contributes most
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to the identification of the individuals but may guide on what data items possess potential

risks in identifying a user. We will rank the data items into three categories: ’Minimal’

for items that are less likely, on their own, to directly identify the individual, but can lead

to the user identification when combined with other data items, ’Moderate’ for items that

usually contribute more significantly to the user identification than the ’Minimal’ items,

although most of the time they still require combination with other items for identification,

and ’Critical’ for items that, by themselves, can be used to identify users.

We gave data items: ’Browser’, ’Gender’, ’Screen Size’, ’Color Depth’, and ’Timestamp’

the ranking of ’Minimal’. While these data items can change while the application is used

on a different device or time, it should be noted that exceptionally distinct values within

these items, either alone or combined, could directly reveal a user’s identity. Moreover,

it is important to highlight that typically users mostly use the same device for the same

application, and these data items can be used to build more comprehensive profiles of

a user. In addition, combining them or comparing them to existing profiles can lead to

the identification of the user. As discussed before, personal data has a broad definition

and these items can be considered part of that, since every data item collected by web

application can be treated as personal information.



4 Case Studies and Analysis:

In this chapter, we will go over two case studies analyzing whistleblowing channels of

15 Finnish companies. In each case, we will navigate through the corporation’s website

to the point where it links to the whistleblowing service and the whistleblowing channel

itself. The companies selected were chosen from a list of largest companies in Finland

upkept by Asiakastieto1, a Finnish organization supplying information about companies.

A couple of corporations from the list needed to be excluded, since they seemed to have

a whistleblowing channel accessible only to employees, and we could not access them.

What is more, we have anonymized the companies to protect their identities and mitigate

any possible biases. They will be referred to with labels such as Corporation 1.

To test how well user privacy was preserved we ran a test sequence where we acted as

a ”regular” user moving from the home page of the company to the page that leads to

the online-based whistleblowing service. Then the reporting channel was accessed, and

information was entered to test any potential data leaks. However, we did not submit any

information, and the process of reporting was aborted before doing so. The whole process

was done twice, first while consenting to all cookies and data collection, and a second

time where only the minimal number of cookies and data collection was consented to.

We recorded the network traffic with the help of Google Chrome’s developer tools. The

1https://www.asiakastieto.fi/yritykset/top-listat
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recording was done while cache was disabled to prevent the distortion in results due to

previously cached data. In addition, we opened the whistleblowing channels services on a

new tab to make sure that all data that leaked was recorded. The recorded network traffic

was then saved in the log files for a closer look. As we analyzed the log files, two types

of personal data stood out:

• Contextual data: Data that contains contextual information, which is sensitive, such

as data showing user visiting a page that lead to the whistleblowing service or data

showing user clicking a link that leads to a whistleblowing service. Obviously, if

the whistleblowing service happened to be leaking data about a user utilizing it, for

example if the URL of the service was leaked, this would count as sensitive data as

well.

• Identifying data: Personal data that could lead to identifying the user of the web

service, such as IP address or distinct device identifiers.

Figure 4.1: Part of Google Analytics payload: Highlighting the visited URL leak.

Figure 4.2: Part of Google Analytics payload: Highlighting link click and link address
leak.

Figures 4.1 and 4.2 provide examples of how contextual data is depicted in payloads.

The first figure illustrates how the visited URL leak looks like in Google Analytics pay-

load, and the second figure represents how a link click and link address leak appear in
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Google Analytics payload. In both figures, the corporation’s name is greyed out to main-

tain anonymity.

In addition, we analyzed the dark patterns existing inside the cookie consent banners of

the corporations and privacy policies of the studied websites, but they will be discussed

in more detail in Chapters 5 and 6.

4.1 Results of the Study with Maximum Cookies

The results of this study show several privacy concerns inside the websites of the compa-

nies, especially in the case of sub-pages leading to the whistleblowing services. Majority

of these pages were leaking data to third parties, in total, 14 out of 15 corporations (93.3%)

leaked the data of a user clicking a link that leads to the whistleblowing channel, to a third-

party actor. What is more, all 15 corporations leaked data indicating that the user was at

least somewhat interested in whistleblowing. This was indicated by the user either visiting

a page that had a whistleblowing-theme or clicking a link that leads to a whistleblowing

service. Furthermore, a few of the corporations leaked this information to various third

parties. In addition, we discovered a singular case where the whistleblowing channel itself

was leaking sensitive information to a third party, and on 4 cases (26.6%) the link clicks

were also found to be internally leaked within the respective company.

We found three primary type of contextual data leaks on the studied corporation websites:

• The visited URL leaks. In this data leak type, the address of the visited page is

disclosed. By combining this data with identifying data on the user, it becomes

possible to deduce user’s interest in whistleblowing. It should be highlighted that

the visited page needs to be related to whistleblowing, such as a corporation page

that discusses whistleblowing and contains a link to the reporting channel, with a
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website URL that reflects that focus.

• The link click leaks. The second leak type tells that the user has pressed a particular

link that leads to the whistleblowing service. This leak type essentially confirms

that the user has accessed the whistleblowing channel probably with the intention

of filing a report.

• The link address leaks. In this third leak type, the address of the destination of the

link click is disclosed. In all cases examined in this thesis, this destination address

contained the name of the utilized whistleblowing service.

In majority of cases, these leaks are highly relevant to third party data collection. The

leaks take place in the corporation web page that leads to the whistleblowing channel. In

addition, the leaks also happened internally meaning that the information is also received

by the corporation that runs the website. Since all companies have the ability to track

the visited pages of users on their own websites even without using third-party analytic

services, the first kind of data leak is not that relevant when the leak happens internally.

What is more, third type of data leaks falls into the same kind of irrelevancy if the leak

is internal, since the company already knows the name of the whistleblower service they

use. However, the second type of data leak is highly relevant in the case of internal leaks,

since if the company gets the information on who clicked the link to access a reporting

channel, the whistleblower might get retaliated against. Additionally, there is a possibility

that this second leak type can be observed by the company through the user interface of

utilized third-party analytical tool, but we can not confirm this with the set-up used in

this study. Lastly, apart from the corporation website, information such as visited URL

from reporting channel alongside technical details about the user leaking is possible and

addressed in this study. Figure 4.3 below shows these different types of data leaks and

number of leaks to third parties per corporation.
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Figure 4.3: Numbers of different types of data leaks for each corporation while using
maximum amount of cookies.

This study identified a total of 32 different third-party analytical services across the cor-

porations analyzed. This means that the average of 2.1 data collection tools were used by

a corporation. However, what should be noted as well is that majority of the corporations

employ more than 3 third-party data collection services, while a singular company stands

out utilizing as much as 11 such services on their website. Nonetheless, there was consid-

erable amount of overlap between the applications used. For example, Google was found

on the majority of the websites that were examined.
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Figure 4.4: On the left: corporations and the amount of leaks per corporation, on the
middle: data leak types, and the sum of each of leak type, on the right: third parties data
leaked to, and the amount of data leaks going to each third party.

In the found third-party services, there were not only globally renowned analytics services

like Google Analytics and Facebook (Meta), but also lesser-known and smaller-scale ser-

vices, such as 2o7.net which is used by Adobe Systems for their web analytics and tracking

services. All of the companies leaked at least one data item belonging to the three cate-

gories to a third-party data collection service. However, there was a single corporation

(Corporation 3), that did not leak the link being pressed or the URL of the whistleblowing
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service to any third parties.

It is noteworthy that, in this study, the real number of visited URL leakages was higher

than what was accounted for here. The reason lies in the URL being too generic to indi-

cate enough intention of using a whistleblowing service by the user. For example, some

website addresses that lead to the reporting channels of the inspected corporations looked

like this: ’www.company.fi/code-of-conduct’, which does not indicate any intention of

whistleblowing. On the contrary, this is how the address looked like on the pages that

were counted as leaks: ’www.company.fi/whistleblowing’. This kind of address clearly

implies the page’s focus in whistleblowing. In other words, generic pages such as ”contact

information” were not considered as part of the visited URL leaks, as it would impossible

to say from that piece of information alone that their intention is to use whistleblowing

service.

Figure 4.4 shows that Google Analytics is the most common third-party analytics service

that was utilized by the corporations. It was observed in 14 out of 15 (93.3%) studied

corporations, and it was solely responsible for 28 out of 70 (40.0%) of the data leaks

found in this study. Overall, this gives a picture how extensive Google is in the realm

of data collection. Facebook (Meta) follows Google being the second largest third party

data collector found in this study being accountable for 17 out of 70 (24.3%) data leaks,

which does not come as a surprise either, since Facebook is also a major player in the

data collection world. The remaining the third-party services that leaked data outside the

domain of the corporations, had a ranging number of leaks from 1 (1.4%) to 5 (7.1%) out

of 70. LinkedIn being the biggest of these having 5 leaks, followed by Dynamics 365

(Microsoft), Giosg and 2o7.net each having 3 leaks.

Like mentioned above the study found a total of 32 analytical tools in total among the 15

corporations studied, and what it is worth noting that only 13 out of 32 (40.6%) of the

analytical services leaked any of the contextual information that was of interested in this
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study. This implies that there are ways to utilize these tools while not compromising the

privacy of a user. In addition, it shows that some data collection tools are safer than others

regarding the privacy of a user. Furthermore, in the study we found that the same third-

party data collection tool might leak the studied contextual information in one company,

but not the other, which implies that it is possible to deploy these services in a way that

preserves user privacy.

4.2 Results of the Study with Minimum Cookies

To give a picture on how much cookie consent matters to the privacy of a user we did

the study again with the same methodology, only changing the user consent to only allow

the minimum amount of cookies on the cookie consent banner. The results found in this

study imply that cookie consent matters and only allowing the minimum amount of them

helps reduce the amount of tracking that happens on a website. However, it does not

totally stop the user tracking as still 5 out of 15 (33.3%) leaked the data of user clicking

the link leading to a reporting channel on the corporation website. In addition, 8 out of 15

(53.3%) companies leaked information suggesting user’s interest in whistleblowing, either

through leaking the information about user visits to a whistleblowing-themed page or user

link clicks that lead to the whistleblowing channel. A few of these companies leaked this

information to various third parties. On the positive side 7 out of 15 (46.7%) companies

did not leak information to third parties, and we did not detect any internal leaks in this

study.

We still focus on the same three categories (the visited URL leaks, the link click leaks and

the link address leaks), and as already mentioned they are all relevant in third-party data

collection, and in the cases of internal leaks the second type (the link clicks) are especially

important. Figure 4.5 below shows these types of data leaks: displaying the number of
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data leaks to third parties per corporation and the data leak type.

Figure 4.5: Numbers of different types of data leaks for each corporation while using
minimum amount of cookies.

The total amount of third-party analytic tools we found in this study was 9. An average of

0.6 tools per corporation. However, it should be noted that 5 of the corporations did not

seem to have any single third-party analytical tool activated during this study, and among

the remaining companies, the maximum amount of these tools utilized was 2, observed in

Corporations 2, 7, 11, 12, 14, and 15.

As we see in Figure 4.6, Google is the largest third-party data collector found in this study
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Figure 4.6: On the left: corporations and the amount of leaks per corporation, on the
middle: data leak types, and the sum of each of leak type, on the right: third parties data
leaked to, and the amount of data leaks going to each third party.

being present in 5 of 15 companies (33.3%). It was also responsible for 8 out of the

15 (53.3%) leaks of the study. The rest of the found analytical third-party tools were each

utilized by only one company, and were responsible between 1 (6.7%) and 3 (20.0%) leaks

with 2o7.net being the biggest with 3 leaks followed by Piwik with 2 leaks, followed by

VisualStudio and Giosg each having only 1 leak.

In the case of this study as well as the previous one the real number of visited URL leaks
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was larger than presented but as the visited address did not indicate user interest in whistle-

blowing we did not count them. Only 5 out of 9 (55.6%) of the found data collection

services gathered contextual data that was of interest in this study regarding whistleblow-

ing. This emphasizes the point of the possibility of deploying these services in a way that

safeguards user privacy.

4.3 Comparison

The studies showed clear differences in results. In other words, it is evident that there

is a difference in data collection practices based on the amount of cookies used. In the

maximum cookie study it was shown that all 15 corporations leaked contextual data that

was of interested, while in the minimum cookies study only 8 out of the 15 corporations

had contextual leaks. This shows that using minimum cookies lessens the tracking that

goes on the websites of the companies, however what is alarming is, it does not totally

disable the third-party analytical tools. What is more, in the first study it was shown that

14 of the corporations leaked data of pressing the link that leads to the whistleblowing

service. On the second study, only 5 of the 15 companies leaked this information.

The amount of utilized third-party data collection services varies greatly between the stud-

ies as well. In the maximum cookie study the average amount of data collection tools used

by a corporation was 2.1 whereas in the minimum cookies one the number was only 0.6,

and subsequently the total amount of different third-party analytical tools used were 32

and 9. Google was found to be the biggest third-party data collector in both of the studies.

This did not come as a surprise, given that it is one of the biggest data collectors on the

planet. However, what came as a surprise, was that Facebook (Meta) totally disappeared

during the second study, and while it had 17 out of 70 leaks in the first study it had 0 out

of the 15 leaks in the second study.
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While these studies mainly focused on the contextual data leakages, it is important to note

that all of the surveyed tools leaked personal data capable of identifying the user. These

data points included things such as client ID numbers (CID), which serve as unique identi-

fiers for specific device-browser combinations, as well as IP addresses, operating systems,

device screen sizes, and various other technical details. While, as mentioned in Chapter

3, some of the data points can not individually be used for the identification of a user such

as operating system or screen size. However, other details such as CID numbers and IP

addresses pose more of a threat, and generally they can be used to identify the user. What

is more, combining the data points can and will create more comprehensive fingerprint of

the user, making it then possible to identify the user that way. This goes in accordance with

Court of Justice of the European Union where IP addresses were considered as personal

data in the Breyer case [25].

Together, the identifying - and contextual information (such as link click) can create a clear

picture about the user and their actions such as whistleblowing. Especially technology

giants such as Google and Facebook (Meta), are highly likely to have an understanding

which IP address and device identifiers belong to which user, enabling them to identify

who the user is, and what their actions were.

Furthermore, the corporations studied may be able to figure out this connection as well,

without relying on information obtained through a third-party service. This may be very

well be the case specifically in instances where the user utilizes the whistleblowing ser-

vice through the user of company devices (work laptops, smartphones or tablets). The

likelihood of identifying the user within the company increases when reporter accesses

the whistleblowing channel through the company network. For obvious reasons, it is im-

perative that corporations are not able to learn the identities of whistleblowers.

In both studies, we found one case where the actual whistleblowing service itself leaked

data to a third party, all of the other remaining data leak instances were associated with
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the company pages that lead to the whistleblowing services. This particular service was

utilized by Corporation 5, and it leaked data to a third-party entity called New Relic, a

company specializing in web analytics, based in the USA. It appears that the Corporations

5’s whistleblowing service is developed by a software company that operates in Finland,

and they incorporated the New Relic analytics tool as an integrated component. In this

case, the leaking of contextual data (the URL of the whistleblowing channel) and identi-

fying data (such as user’s IP address) to New Relic represents a severe violation of user

privacy, especially considering the sensitive nature of this kind reporting service. Given

that the company promoting this whistleblowing channel as ”safe and compliant with EU

directives”, we can assume they are not aware of the shortcomings of their reporting ser-

vice.

The occurrence of such leaks (theURL and IP address) inside thewhistleblowing service is

cause for great concern. It is worth noting, that the company from which the whistleblow-

ing service was obtained is known for incorporating the New Relic analytics tool in their

products, which is likely the reason for the leakage. The other whistleblowing channels

that underwent inspection did not exhibit any leakage and appeared to be appropriately

implemented.

Naturally, it is a great result that 14 out of the 15 implemented whistleblowing solutions

of the inspected corporations did not have third-party data leaks. However, the found leak

openly demonstrates that mistakes can happen even in the development of highly confi-

dential whistleblowing services, such as the inclusion of third-party analytical tool and

inadequate testing of the product. Furthermore, the company using the reporting service

has also neglected their part by not assessing the privacy of the product adequately.

In these studies, the internal leaks to corporations themselves are more difficult to track

than leaks to third-party applications. Since it is possible for any website owner to track

user visits as well as the IP addresses of the visitors, it means that on the server side it
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is feasible to track the user visiting the page leading up to the whistleblowing service.

However, this could not be studied with the set up we used for these studies. In spite of

that, for the companies to learn about information like clicking of a link, they need to be

specifically sent that data. We found that 4 out of the 15 companies (26.7%) leaked this

information internally on the maximum amount of cookies study. The address where the

link takes you was also leaked to the company in each case. The corporations that received

this information can be certain that the user who has visited the page regarding whistle-

blowing, also entered the whistleblowing service probably with the intention of filing a

report. While it is understood, that the whistleblowing service should not be implemented

and upkept by the company, but rather trusted to external parties, the pages leading to the

reporting channel that are hosted by the company remain a significant privacy concern. In

the minimum amount of cookies study, we did not find any internal leaks.



5 Dark Patterns

We have discussed that as our lives have moved more and more to the internet, at the

same time the collection of valuable information through different data analytical tools

has increased. In recital 32 of the GDPR it says: ”Consent should be given by a clear

affirmative act establishing a freely given, specific, informed and unambiguous indication

of the data subject’s agreement to the processing of personal data relating to him or her,

such as by a written statement, including by electronic means, or an oral statement.” [11]

That means that in order to collect data from the user, the host of the website needs the

user’s consent. This is one of the main reasons cookie banners exist.

5.1 Introduction to Dark Patterns

While the legislation tries to give user the choice rather than the website of what cookies

to use, it is clear that many try to bypass this with the use of dark patterns, which are also

known as deceptive designs. Dark patterns try to ”trick” the user to make a decision more

favourable to the owner of the website by making one choice stand out over the other

[26]. For example differentiating the contrast between the colors of the accept and decline

buttons. A 2018 study done by Kulyk et al. suggests that most of the website users just

accept the use of cookies as a ”necessary evil” in order to access websites [27].
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The term dark patterns was coined by Brignull in 2010, and he described them as ”tricks

used in websites and apps that make you do things that you didn’t mean to, like buying

or signing up for something.” [28], in the case of cookie banners, they are used to accept

variety of (tracking) cookies, that ordinary users have no interest in. Even in this very

specific domain that is cookie banners, there are difficulties creating criteria that would

be able to capture the essence of dark patterns and that could be turned into accountable

variables such as the intentionality of the deception. What is more, the designers for cookie

banners evolve and find new ways to try to push the user the make the choice they want.

Despite all of that, when we studied the cookie banners of the 15 corporations we followed

the European Data Protection Boards guidelines when evaluating the designs of the cookie

banners.

The European Data Protection Board categorizes seven different practices from A to K

that can be found in cookie banners [29]:

• Practice A: The reject button does not exist on the first layer. In these kind of cookie

banners there might be an accept button and a button that lets user access more

options but does not contain a reject button on the same layer as these buttons.

• Practice B: There are pre-ticked boxes in cookie banner. Here cookie banners show

already accepted cookies as pre-ticked boxes on the first layer or the second layer.

Usually each category of cookies the controller wants to save have their own box,

and now that box would be pre-ticked before the user actually makes the choice.

What is more, in recital 32 of the GDPR states: ”Silence, pre-ticked boxes or inac-

tivity should not therefore constitute consent.”, so this means that pre-ticked boxes

are in violation of the GDPR [11].

• Practice C: Cookie banners contain link, not a button, to reject the deposit of cookies,

this is also called deceptive link design.
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• Practice D & E: Cookie banner’s configuration has different colors and contrast be-

tween the available options. Practice D refers to the deceptive colors, where for

example the accept button can be a different color than the reject button. Practice

E refers to cases where the contrasts between the buttons and their background dif-

fers, for example it can be that the accept button is on a white background which

highlights it, while the reject button would be more of a darker background which

makes it blend in.

• PracticeH: Some cookie banners highlight the possibility to accept read/write option

in the first layer but does not include the option to reject this in the same layer. This

can lead the average user to believe he has no other option than to accept to the

deposit of cookies.

• Practice I: As mentioned before there are various categories for different kind of

cookies, this practice takes into account inaccurately classified ”essential” or ”strictly

necessary” cookies. In other words cookies that for example process personal data

should not be considered ”essential”, and them being classified to this and therefore

accepted by the user thinking they had no other choice would be in violation of this

practice.

• Practice K: Controllers should make it possible to withdraw the given consent.

While not directly linked to the cookie banners, this practice is also discussed, as

many controllers seem to not show user easily accessible way to access their privacy

setting and withdraw their consent. It is said that controllers should make easily ac-

cessible solutions such as small icon or a link placed in a standardized place to

access these settings.
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5.2 Evaluation of Corporations’ Cookie Banners

While evaluating the cookie banners of the 15 studied companies we decided to focus on

Practices: A, B D and E. This choice was made, since practices C and H did not appear

in the cookie banners we studied. What is more, evaluating Practices I and K are impos-

sible to evaluate solely based on the cookie banners and would need further examining.

The results of the I category can be seen in Chapter 4 of this thesis as it discusses the

cases where only minimum amount (essential) of cookies were accepted and still some

personal information was processed meaning that some analytical cookies were used as

well. Practice K, on the other hand, is not completely related to only the cookie banner

so we left it out as well. Furthermore, the four chosen practices have a certain simplicity

and unambiguity, which makes them easier to assess, enhancing the trustworthiness of the

results. The evaluation was done in two phases. Firstly, the author of this thesis analyzed

the four selected practices (A, B, D, E), and then subsequently, a second researcher would

independently review and verify these observations.

Table 5.2 displays the results of our evaluation of the inspected cookie banners. The red

color indicates that a deceptive design was present, while the green implies that no such

designs were found. As can be seen here, multiple insufficiencies were found, them being

mainly psychologically misleading utilization of color and contrast between accept and re-

ject buttons and their backgrounds (type D and E practices). Overall, 14 out of 15 (93.4%)

of the studied corporations used deceptive designs in their cookie consent banners, with all

of them using at least practices D and E. In other words, all but one of the companies tried

to influence the user into choosing the accept button over other options. Corporations 4,

11 and 13 had more deficiencies than the rest, each of them lacking a reject button on the

first layer of the cookie consent banner (type A practice), and Corporation 13 using pre-

ticked boxes on the consent form (type B practice). Only one of the companies managed

to avoid implementing design elements that could be considered dark patterns.
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Type A Type B Type D Type E
Website No reject

button on
first layer

Pre-
ticked
consent
boxes

Deceptive
colors

Deceptive
contrast

Corporation 1
Corporation 2
Corporation 3
Corporation 4
Corporation 5
Corporation 6
Corporation 7
Corporation 8
Corporation 9
Corporation 10
Corporation 11
Corporation 12
Corporation 13
Corporation 14
Corporation 15

Table 5.1: The presence of dark patterns found on the studied cookie banners



6 Privacy policies

6.1 Introduction to Privacy Policies

A privacy policy is a legal document, which discloses how a company collects, processes

and manages a users’ data. This includes telling how personal data, such as names, emails,

IP addresses, device information as well as other identifying information, is handled. In

Article 12, the GDPR discusses how the controller collecting personal data needs to pro-

vide information to individuals about their data processing practices concisely, transpar-

ently and in a manner that is understandable and easily accessible, utilizing clear and

simple language. Article 14 of the GDPR reviews the information that a controller needs

to provide when personal data is not obtained directly from the data subject, in there it

discusses how in the existence of automated decision-making, such as profiling, the con-

troller needs to provide relevant information regarding the logic involved and the estimated

repercussions of such processing for the data subject. [11] The use of cookies or similar

tracking technologies to collect information about data subjects’ actions on a website or

online service fall under the category of profiling, and therefore, data controllers must in-

form data subjects about the use of such technologies and provide meaningful information

about the logic utilized, such as the names of the services used or what kind of actions are

being tracked.
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Despite the GDPR requiring transparent and clear communication between the controller

and users, privacy policies have been noticed to use vague and obscure language, un-

dermining their purpose and value [30]. This is further noted with studies that show a

significant amount of data collection activities happening in different web services and

mobile applications which are then not accurately represented in their privacy policies

[2][31].

Even though privacy policies are legal contracts between users and service providers, there

are few problems in the users’ behavior towards the privacy policies that need to be high-

lighted. Users have shown that when privacy policy is presented to them, it is read quite

carefully, but on other hand when the policy is not presented to them by default, most

users never click a link to read it. In addition, even the situation where users click the link

it is noticed that users end up just skimming through the text. [32]

Furthermore, a study on perception and attitude towards privacy policies held by the users,

has shown that users might not understand what is written in the policy, and even while

understanding what it says, more than half show lack of knowledge about what the actual

content is. For example, while users were shown to have an understanding about the

clear impacts of identifying data collection, they lack the expertise to comprehend the

consequences of collecting something like geographical data, and how this data could

be further abused. [33] This emphasizes the disconnect between the controller and users

regarding privacy policies and highlights the problem of privacy policies not being written

in a clear, understandable, and transparent manner.

In summary, privacy policies are legal documents that have become widespread standard

across websites to fulfill the GDPR-mandated need for informing users. They detail how a

company collects, processes and manages user data including personal information. How-

ever, despite the GDPR requiring clear and transparent communication, studies have dis-

played significant gap between the actual data collection practices and how they are pre-
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sented in privacy policies. This is further highlighted with the use of vague language in

the policies, which undermines their value and purpose. Additionally, users’ attitudes and

behaviors toward privacy policies have shown a spectrum of engagement, from most not

reading it if it not showed as default, to skimming through it, to not truly understanding

the content of it. Overall, this highlights the compelling need for clearer and more user-

friendly privacy policies to bridge the gap between controllers and users, while at the same

time making sure that users are adequately informed about their data privacy.

6.2 Evaluation of Corporations’ Privacy Policies

While evaluating the privacy policies of the 15 studied companies, we focused on the

following three questions:

• Does the privacy policy tell the users about collecting identifying personal informa-

tion?

• Are all the third-party data collectors mentioned in the privacy policy?

• Does the privacy policy inform users about collecting data from clicking links?

These categories were chosen, since they adequately display howwell the privacy policies

reflect the data collection practices, and they are each related with the process of identi-

fying whistleblowers or their actions. It is crucial that these three categories are clearly

presented in order to inform users about the potential privacy implications. The trans-

parency of the inspected policies was examined by comparing their content to the actual

network traffic.

Table 6.2 displays the results of the evaluation of the inspected privacy policies. The green

color implies that the privacy policy informs the user appropriately, while the red indicates
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Website Tells
about
collecting
identi-
fying
personal
data

All third
parties
mentioned

Informs
that data
about link
clicks is
collected

Corporation 1
Corporation 2
Corporation 3
Corporation 4
Corporation 5
Corporation 6
Corporation 7
Corporation 8
Corporation 9
Corporation 10
Corporation 11
Corporation 12
Corporation 13
Corporation 14
Corporation 15

Table 6.1: The level of transparency in the analyzed privacy policies.

the lack of relevant information. Our study found that the privacy policies often do not

reflect the actual data collection practices, most have some important information missing

or written in ambiguous way, leading to the loss of transparency. Due to this 6 out 15

(40.0%) of the inspected corporations were found to fail informing users about collecting

personal information. Furthermore, 14 out of 15 (93.3%) of the privacy policies did not

mention anything about data from link clicking being collected. Additionally, 8 out of

15 (53.3%) companies failed to mention all of the third-party data collectors. In terms of

the criteria, only one (6.6%) of the corporations (Corporation 3) managed to inform users

the actual extent of the data collection activities that happen on their website, while rest

(93.3%) failed to do so.

The results found here did not exactly come as a surprise, as various studies on privacy
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policies have shown parallel results to what we have found here [2], [30], [34]. In general,

the results display a concerning problem regarding privacy policies, that being discrepan-

cies between what is said in privacy policies and the degree of the actual data collection.

In addition, the lack of transparency, meaning the lack of information available to the user

about the nature of collected data and details of its collectors, as well as the use of vague

and unclear language in the privacy policies is the norm rather than the exception.



7 Discussion

One of the more perplexing aspects of third-party analytical tools is their continued con-

siderable data collection practices, despite receiving massive fines [35]–[37] and public

disapproval. This shows how valuable the collected data truly is, keeping these tools ac-

tive despite the negatives implies that they rack up a considerable amount of profit. For

corporations, data that helps personalize adds and optimize user experience has too much

upside regardless of penalties, public backlash and malicious purposes one can use it for.

7.1 Implications for Whistleblowers

The identification of a whistleblower can lead to multiple different problems for the re-

porter. The possible retaliation by the company can greatly affect one’s personal career

progression for example [38]. In addition, potential whistleblowers seeing these conse-

quences might be discouraged from using the whistleblowing service altogether. This

undermines the goal of the whole whistleblowing process and obstructs the uncovering of

crucial information. Like already mentioned throughout the thesis, whistleblowing chan-

nels need to be built in a way that protects user-privacy and makes them trustworthy. Any

data leakage to third parties obviously breaks this principle.

What is more, even legal cases or ongoing investigations can rely on the information gath-
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ered from the whistleblowing services. In this case, a data leak leading to the identification

of the reporter can endanger those efforts, as upon learning the identity of the whistle-

blower the parties under investigation can cover up the evidence or retaliate against the

reporter.

In addition, to the negative consequences already discussed, this kind of sensitive data

leaking to different third-party actors is ethically questionable. The more data third parties

gather, the more comprehensive profiles they can build about the users. What is more, the

third parties need to store the data somewhere, and as more data is collected, it becomes

exceedingly likely that a ”fourth party” acquires the same data.

7.2 Recommendations for Web Developers

While maintaining user privacy is something that is essential for every web developer

to think about, developers of websites that handle sensitive data such as whistleblowing

services, should take several crucial things into consideration. Firstly, one thing to think

about is, whether third-party analytical tools are needed for something like the whistle-

blowing channels, as their potential added value to the service is at least questionable.

These kind of services are ordinarily utilized by users who intent on exposing unethical

behavior that can include things such a criminal – or at least highly questionable acts

by those in position of power, and any other forms of workplace misconduct. These ac-

tions encompass things such as breaches of corporate social responsibility, instances of

harassment or discrimination, violations of workplace safety, as well as financial fraud.

Compromising the anonymity of the user, by including third-party analytical tools on the

website that handle sensitive information seems unreasonable, and can lead to serious

ramifications, impacting the user’s social life, career prospects, and even physical safety.

On the other hand, web analytic tools are intended to monitor user’s actions, often under
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the disguise of ”improving the user experience” of the website. At the same time whistle-

blowing channels are services that users, at least ideally, do not frequently utilize. The best

case scenario being that these channels would never be needed. Moreover, the individuals

using these services are ultimately only interested in their functional utility and ensuring

they can stay anonymous. Both of these requirements can be fulfilled without any con-

tinuous user surveillance. There has been multiple studies that show that the third-party

analytical services, that collect sensitive data from other websites, are prone to leaking it.

This data can be utilized, and the possibility of identifying of the user emerges, typically

to the private enterprises responsible for the development of these tools [39]–[41]. With

large corporations being involved, as is the case in the inspected whistleblowing web-

sites in this thesis, the risk of accessing this leaked information to deduce the identity of a

whistleblower among their employees becomes a legitimate possibility.

The already discussed factors speak strongly against any use of any third-party analytical

services on these kinds of websites. Furthermore, even if there would be some kind of

necessity for these services to be utilized, they should either be tailored individually for

the website in question or be locally deployed. The potential privacy violations discussed

in the thesis can not be permitted to occur in the context of whistleblowing process.

Apart from abandoning the use of analytics tools altogether, other precautions should be

taken to ensure the privacy of users. One thing, the developers could do, is a thorough

network traffic analysis, similarly to what was done in the case study of this thesis. This

would show the developers are there any data leaks on their websites. It should be em-

phasized that this kind of analysis does not require specialized tools, specific expertise or

many hours of work. This being the case, cost and time constraints should not pose as ob-

stacles, and the lack of performing this kind of testing could be viewed as plain negligence

by the developer team.

The case study in this thesis proved that cookie consent has a huge impact on the extent
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of data collection that happens on websites. The dark patterns inside the design of cookie

banners become increasingly significant, as they impact the amount of data being col-

lected. Their role further grows, when sensitive data is involved, as this means that more

of this confidential data is being collected. The use of these manipulative design tech-

niques has become commonplace in the website design landscape, and previous research

on the subject [42], [43] supports this claim, as they show that the most of website cookie

banners feature design elements that can be categorized as dark patterns. The European

Data Protection Board has compiled a report describing multiple common practices that

intentionally and actively mislead the users, as discussed in Chapter 5. In order to address

the issue of dark patterns, developers should try to adhere with the recommendations out-

lined in the report and avoid utilizing the practices it highlights.

Privacy policies share the same problem with dark patterns in the sense that it has become

far too common to use vague, obstruct, or overtechnical language, internationally mak-

ing the content difficult for the average user to understand. Other studies [2], [34] have

concluded very similar results as this thesis, that in majority of the cases, privacy policies

are misleading and hard to understand due to their use of unclear language. To rectify

this kind of problem, would mean to change the prevailing norm that it is acceptable to

purposefully withhold information from the user regarding the collection of data.

This thesis underscores the fact that the user privacy inside the whistleblowing process is

not only depended on the whistleblowing service itself, and that sensitive contextual data

can leak from other places as well. This highlights the importance to address the confi-

dentiality of company websites, which can inadvertently leak this kind of sensitive data,

such as pages that include a link to the reporting service. The case studies in this thesis

indicate, that most of the time clicking these links leak sensitive contextual information to

third-party analytical tools, which in itself already puts users’ privacy and safety in danger.

All the recommendations discussed in this section have one fundamental issue at their
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core: web analytics have become exceedingly prevalent, and modern websites seem to

deploy as many of these tools as they can. In the majority of the websites, both in the

case study of this thesis and in previous research [2], [22], multiple different third-party

tools are utilized at the same time on the same website, collecting essentially the same data

from the user. Although there might be an actual necessity to collect some analytics from

the website, it is difficult to understand why multitude of almost identical services would

be needed to accomplish this, as they basically collect the same data points. In addition,

as more services collect sensitive data, more possibilities, for this data to leak, emerge.

As the number of leakage points increases, they become exceedingly more difficult to

notice, and might escape the notice of website developers and administrators, even if there

had been proper precautions implemented. The current state of the internet and website

development contributes to the overabundance of these analytical services, as their use

is has become commonplace and is perceived as the norm, even while there is limited

justification for their necessity. This factor becomes increasingly critical, when we talk

about whistleblowing channels, as the need for these kinds of services diminishes. That

is why, while designing these services, companies and developers should seriously think

about opting out of the use of any third-party analytical services.



8 Conclusion

The thesis begins by reviewing the EU legislation regardingwhistleblower services and the

personal information they handle, along with Finland’s implementation of this legislation.

Subsequently, inspecting what kind of different privacy risks and threats exists for the

whistleblowing channels. After that, two case-studies are presented, which include the

examination and evaluation of the 15 biggest companies in Finland, on how well they

preserve and safeguard their users’ privacy, with one study focusing on the maximum

level of cookie consent and the other on the minimum level of cookie consent. In addition,

we looked through the cookie banners and privacy policies of the mentioned companies,

to identify if any dark patterns or vague language were used in their designs or content.

Lastly, we discussed some implications that the results could have for whistleblowers, and

recommendations for website developers to avoid privacy problems.

RQ1: Can the whistleblower be identified ,and if so, by whom?

The whistleblower can be connected to a natural person with the data that is being col-

lected on the websites. The personal information being collected on website include data

items such as names, phone numbers, addresses, IP-addresses, device identifiers, screen -

and window sizes, etc. A singular data item can lead directly to the identification of an in-

dividual, and if it is not possible solely on one item, the combination of multiple items can

yield the same result. What is more, contextual data such as clicking a link that leads to the
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whistleblowing channel or a website URL, which includes the word: ”whistleblowing” or

”reporting-channel”, implies that an user is interested in whistleblowing. The combination

of personal data and contextual data can lead to the identification of whistleblowers.

These data items are collected by various different entities, including multiple third parties

and hosts of the visited websites. This means that multiple third parties such as Google

and Facebook can identify the user, as well as the company hosting the websites. This

becomes an obvious problem, since whistleblowers are usually company employees and

their identification can lead to retaliation by the company.

RQ2: How well do the Finnish companies protect the anonymity of an user utilizing

whistleblowing channels?

The case-study in this thesis displayed that even the biggest companies in Finland fail to

protect the anonymity of the users utilizing the whistleblowing channels. It was shown

that all 15 (out of 15) corporations inspected leaked contextual data, while simultaneously

leaking personal data leading into the possibility of identifying individuals. In addition, it

can be speculated that other companies, especially those with less resources would have a

harder time to establish trustworthy and secure reporting channels. For the same reason,

smaller corporations are less likely to take into account and address the possible contextual

leaks on their own websites.

RQ3: Does cookie consent have the expected effects and are there dark patterns?

The results showed that cookie consent between the maximum and minimum amount of

cookies affects the amount of data being leaked. It was shown that minimum amount

cookies led to less amount of data being leaked than the maximum amount of cookies.

With the maximum amount of cookies 15 out of 15 corporations leaked contextual data to

third parties, while only 8 out of 15 corporations did the same with minimum amount of

cookies. What is more, the number of third-party analytical tools were 32 and 9, showing
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a huge difference on the amount of data collection between the consent choices. Despite

internal leaks to the corporations being hard to track with our set up, we found that 4

out of 15 companies specifically leaked contextual data inside the companies with maxi-

mum amount of cookies accepted, and this internal leakage did not exist at all while only

consenting to the minimum amount of cookies.

Dark patterns are deceptive design created in order to make users make decisions that

benefit companies rather than themselves. The existence of these designs inside the cookie

banners can make the user to consent to more amount of cookies that would be ideal for

the user. We found that 14 out of 15 inspected cookie banners had dark patterns in their

designs, with varying degrees of severity.

These deceptive designs try to make the user choose the option that is unbeneficial for

themselves. This strategy effectively results in a broader scope of data collection, as indi-

cated by the results from our case studies.

RQ4: Is the user informed adequately about data processing practices?

14 out of 15 of the evaluated privacy policies exhibited problematic tendencies, such as

vague and obscure language, leaving out information such as all third-party actors, and

failing to inform users clearly what kind of data is being collected such as personal data

or data of a link click. In other words, for users to understand the extent of data collection

that happens on the visited websites, even with thorough examination of the the privacy

policy, would be either impossible or exceedingly challenging.
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