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ABSTRACT

The development of fully autonomous driving vehicles has become a key focus for
both industry and academia over the past decade, fostering significant progress in sit-
uational awareness abilities and sensor technology. Among various types of sensors,
the LiDAR sensor has emerged as a pivotal component in many perception systems
due to its long-range detection capabilities, precise 3D range information, and reli-
able performance in diverse environments. With advancements in LiDAR technol-
ogy, more reliable and cost-effective sensors have shown great potential for improv-
ing situational awareness abilities in widely used consumer products. By leveraging
these novel LiDAR sensors, researchers now have a diverse set of powerful tools
to effectively tackle the persistent challenges in localization, mapping, and tracking
within existing perception systems.

This thesis explores LiDAR-based sensor fusion algorithms to address percep-
tion challenges in autonomous systems, with a primary focus on dense mapping and
global localization using diverse LiDAR sensors. The research involves the integra-
tion of novel LiDARs, IMU, and camera sensors to create a comprehensive dataset
essential for developing advanced sensor fusion and general-purpose localization and
mapping algorithms. Innovative methodologies for global localization across varied
environments are introduced. These methodologies include a robust multi-modal Li-
DAR inertial odometry and a dense mapping framework, which enhance mapping
precision and situational awareness. The study also integrates solid-state LiDARs
with camera-based deep-learning techniques for object tracking, refining mapping
accuracy in dynamic environments. These advancements significantly enhance the
reliability and efficiency of autonomous systems in real-world scenarios.

The thesis commences with an introduction to innovative sensors and a data col-
lection platform. It proceeds by presenting an open-source dataset designed for the
evaluation of advanced SLAM algorithms, utilizing a unique ground-truth generation
method. Subsequently, the study tackles two localization challenges in forest and ur-
ban environments. Furthermore, it highlights the MM-LOAM dense mapping frame-
work. Additionally, the research explores object-tracking tasks, employing both cam-
era and LiDAR technologies for human and micro UAV tracking.

KEYWORDS : SLAM, LiDAR, sensor fusion, robotics, localization, autonomous
driving, autonomous system, harvester, object tracking.
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THVISTELMA

Viimeisen vuosikymmenen aikana tiysin itseohjautuvien ajoneuvojen kehitys on hera-
ttanyt laajaa kiinnostusta niin teollisuudessa kuin tiedemaailmassakin, mikd on mer-
kittavisti edistanyt tilannetietoisuuden ja anturiteknologian kehitystd. Erityisesti
LiDAR-anturit ovat nousseet keskeiseen rooliin monissa havainnointijirjestelmissa ni-
iden tarjoaman pitkén kantaman havaintokyvyn, tarkan 3D-etdisyystiedon ja luotetta-
van suorituskyvyn ansiosta. LIDAR-teknologian kehittyminen on mahdollistanut en-
tistd luotettavampien ja kustannustehokkaampien antureiden kédyton, miké puolestaan
on osoittanut suurta potentiaalia parantaa laajasti kéytettyjen kuluttajatuotteiden tilan-
netietoisuutta. Uusien LiDAR-antureiden hyddyntdminen tarjoaa tutkijoille monipu-
olisen valikoiman tehokkaita tydkaluja, joiden avulla voidaan ratkaista paikannuksen,
kartoituksen ja seurannan haasteita nykyisissd havaintojérjestelmissa.

Téssid viitoskirjassa tutkitaan LiDAR-pohjaisia sensorifuusioalgoritmeja. Tutki-
muksen péddpaino on tihedssi kartoituksessa ja globaalissa paikan-nuksessa erilaisten
LiDAR-anturien avulla. Tutkimuksessa luodaan kattava tietokanta uusien LiDAR-,
IMU- ja kamera-antureiden tuottamasta datasta. Tietokanta on vilttiméaton kehit-
tyneiden anturifuusioalgoritmien ja yleiskdyttdisten paikannus- ja kartoitusalgorit-
mien kehittamiseksi. Tamin lisédksi viitoskirjassa esitelldsin innovatiivisia menetelmi-
4 globaaliin paikannukseen erilaisissa ympéristoissi. Esitellyt menetelmit kartoituk-
sen tarkkuuden ja tilannetietoisuuden parantamiseksi ovat muun muassa modulaari-
nen monen LiDAR-anturin odometria ja kartoitus, toimintavarma multimodaalinen
LiDAR-inertiamittau-sjédrjestelmi ja tihed kartoituskehys. Tutkimus integroi myos
kiintedt LiDAR -anturit kamerapohjaisiin syvioppimismenetelmiin kohteiden seu-
rantaa varten parantaen kartoituksen tarkkuutta dynaamisissa ympéristdissid. Nadiden
edistysaskeleiden avulla autonomisten jirjestelmien luotettavuutta ja tehokkuutta voi-
daan merkittavisti parantaa todellisissa kdyttoympéristoissa.

Viitoskirja alkaa esittelemailld innovatiiviset anturit ja tiedonkeruualustan. Tamén
jalkeen esitelldéin avoin tietokanta, jonka avulla voidaan arvioida kehittyneiti paikann-
us- ja kartoitusalgoritmeja hyddyntéden ainutlaatuista perustotuuden kehittimismenet-
elmédd. Tyossd kisitelldin my0Os kahta haastavaa paikannusympéristod: metsi- ja
kaupunkiympdiristod. Lisdksi tarkastellaan kohteen seurantatehtdvid sekd kamera-
ettd LiDAR-tekniikoilla ihmisten ja pienten droonien seurannassa.

Avainsanat: SLAM, LiDAR, anturifuusio, robotiikka, lokalisointi, autonominen
ajo, autonominen jirjestelmi, harvesteri, objektien seuranta.
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1 Introduction

Over the past few decades, the landscape of autonomous systems has undergone a
profound evolution, propelled by significant advancements in sensor technologies.
Among these, LiIDAR sensors have emerged as crucial components in the realm of
autonomous systems, with applications spanning from household vacuum cleaning
robots [1] to state-of-the-art self-driving platforms [2]. Their ubiquitous integration
in these systems can be credited to several pivotal factors, notably their exceptional
long-range sensing abilities, precise object detection accuracy, and reliable perfor-
mance across diverse environmental conditions [3].

LiDAR technology has seen significant advancements over the last decade, lead-
ing to improvements in density, accuracy, and higher frequency of measurements.
The concept of integrating multiple 2D scanners along the Z-axis to attain 3D per-
ception has inspired the development and widespread adoption of multiple channels
spinning LiDAR [4]. During the 2007 DARPA Urban Challenge, five out of the
six automated vehicles that successfully completed the race were equipped with the
Velodyne 64 channels spinning LiDAR [5]. In the context of 3D LiDAR systems,
the term channel refers to the individual laser beams or detection elements used to
capture data points in the environment. Each channel corresponds to a specific laser
beam or detector that emits or receives light pulses [6]. Nowadays, the 3D spinning
LiDAR systems offer a range of channels, typically ranging from 16 to 32, and even
up to 256 channels. For example, the 128 channels spinning LiDAR OS-0 in our
data acquisition system shows in Figure 1 can generate 2.6 million points per second,
with a maximum range of 50 meters. These advancements in multi-channel spin-
ning LiDAR have enabled high degrees of situational awareness in mobile robotic
applications. This innovative technology has garnered considerable interest across
diverse fields, proving valuable in practical applications such as autonomous driving
vehicles [7], unmanned aerial vehicles [8; 9], and forest inventory [10].

1.1 Research Background

The advancements in 3D LiDAR technology have become essential tool for funda-
mental perception tasks such as odometry, global localization, mapping, and tracking.
In this section, we introduce the primary tasks addressed in this thesis.
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Figure 1. Front view of the proposed multi-modal multi-LiDAR data acquisition system.
The setup comprises three spinning LiDARs: a 16-channel Velodyne LiDAR (VLP-16), a
64-channel Ouster LiDAR (OS1), and a 128-channel Ouster LiDAR (0S0), along with two
solid-state LiDARSs, Horizon and Avia.

1.1.1 LiDAR-Based Odometry

LiDAR odometry is a technique that utilizes LiDAR sensor data to estimate the move-
ment and position of a mobile robot or vehicle in real-time.LiDAR odometry gener-
ally employs scan-matching techniques including ICP, KISS-ICP [11], GICP [12],
and others to determine the relative transformation between two successive frames.
Feature-based matching approaches have gained popularity as a computationally ef-
ficient alternative to full point cloud matching. For example, in [13], Zhang et al.
propose the registration of edge and plane features for real-time LiDAR odometry.
This type of operation assumes that the LIDAR moves within a structured environ-
ment, with edge and plane points clearly identifiable from the point clouds. The
matching of consecutive scans is then performed by solving a least-squares optimiza-
tion problem. Due to the high performance achieved by the proposed method, sev-
eral iterations of LOAM have emerged. For instance, LeGO-LOAM [14] optimizes
ground points separately, resulting in better odometry accuracy and computational
efficiency.

Low-cost and high-performance solid-state LiDAR have attracted significant in-
terest among researchers in both academia and industry in recent years. Compared
to spinning LiDAR, the different sensing characteristics of solid-state LiDAR, such
as non-repetitive scanning patterns, introduce new challenges in point cloud registra-
tion and mapping. In [15], Lin et al. address several fundamental challenges with
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Table 1. Sensor specification for the data collection platform. Angular resolution is
configurable in the OS1-64 (varying the vertical FoV). Livox LiDARs have a non-repetitive
scan pattern that delivers higher angular resolution with longer integration times. For
LiDARs, range is based on manufacturer information, with values corresponding to 80%
Lambertian reflectivity and 100 klx sunlight, except for the L515 LiDAR camera.

Sensor IMU Type Channels FoV Resolution Range Freq. Points (pts/s)
VLP-16 N/A spinning 16 360°x30° V:2.0°, H:0.4° 100m 10Hz 300,000
0S1-64 ICM-20948 spinning 64 360°x45° V:0.7°, H:0.18° 120m 10Hz 1,310,720
0S0-128 ICM-20948 spinning 128 360°x90° V:0.7°, H:0.18° 50m 10Hz 2,621,440
Horizon BS-BMI088 solid-state N/A 81.7°x25.1° N/A 260m 10Hz 240,000
Avia BS-BMI088 solid-state N/A 70.4°x77.2° N/A 450m  10Hz 240,000
L515 BS-BMI085 LiDAR camera N/A 70°x43°(£3°) N/A 9m  30Hz -

T265 BS-BMI055 fisheye cameras N/A 163+5° N/A N/A  30Hz -

a robust, real-time LiDAR odometry and mapping algorithm for solid-state LiDAR
(LOAM Livox). The proposed method addresses the challenges of reduced field of
view (FoV) and non-repetitive sampling patterns by focusing on feature extraction
and selection, robust outlier rejection, filtering of moving objects, and compensa-
tion for motion distortion. Other recent results have also presented tightly-coupled
LiDAR-inertial odometry and mapping schemes for both solid-state and mechanical
LiDARs [16; 17]. Regarding the inherently limited FoV of a single solid-state Li-
DAR, a decentralized approach for simultaneous calibration, localization, and map-
ping utilizing multiple solid-state LiDARs was introduced in [18] to enhance system
resilience. However, increasing the number of LiDARSs can expand the field of view
(FoV), but it also leads to higher costs and increased system complexity. The solid-
state-based odometry and mapping algorithm has made significant progress. How-
ever, its limited field of view (FoV) hinders its application in cluttered environments
where the entire FoV might be blocked. Therefore, more robust sensor fusion meth-
ods need to be investigated to ensure its robust performance in diverse environments.

1.1.2 Global localization

Global localization in robotics refers to the process of accurately estimating a robot’s
position within a global coordinate system or a given map. This determination is vital
for enabling effective mapping, precise navigation, and facilitating cooperative tasks
among multiple robots in diverse robotic applications. Accurate global localization
also plays a pivotal role in Loop Closure Detection (LCD) within the SLAM frame-
work, crucial for recognizing revisited locations and mitigating pose estimation drift
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through graph optimization [19; 20; 21]. Extensive studies have addressed global
localization and Loop Closure Detection in structured environments [22; 23; 24; 25].
However, research focusing on structure-poor environments like forests or orchards
is limited [26; 27], mainly due to the complexity, scarcity of landmarks, and the large
scale of these environments. Robust and efficient global localization methodologies
tailored to unstructured environments remain an under-explored area of study.

1.1.3 Multi-Sensor Fusion for SLAM

Relying solely on LiDAR for pose estimation often results in substantial drift due to
registering skewed point clouds. Modern LiDAR-based SLAM systems frequently
integrate data from multiple sensors, such as IMU, GNSS, and cameras, to bolster
accuracy, robustness, and situational awareness.

IMU sensors play a crucial role in modern SLAM framework by providing es-
sential motion and orientation information at high frequency, leading to the fusion
of LiDAR and IMU, which has received a lot attention among researchers and is
widely employed in various SLAM algorithms [21; 17]. LIO-SAM was introduced
as a solution to mitigate accumulated drift in LIDAR-inertial odometry using a graph
optimization strategy. This method tightly couples LiDAR and the inertial measure-
ment unit (IMU), optionally incorporating GNSS sensors, and utilizes smoothing
and mapping techniques [21]. Other studies, such as LIO-Mapping [28] and Fast-
LIO implementing an iterated Kalman filter [17], also leverage LiDAR and IMU
fusion for SLAM. Furthermore, integrating LiDAR-inertial odometry with visual-
inertial odometry (VIO) significantly enhances accuracy and robustness, especially
in texture-less or feature-less environments [29; 30].

Integrating more sensors into the system provides a wealth of environmental in-
formation. However, this expansion increases system complexity, necessitating ro-
bust calibration and maintenance, as well as more powerful computers to process the
combined data. These approach may not be viable for computing resource-limited
platforms, such as micro UAVs.

1.1.4 SLAM with Solid-State-LiDAR

One of the key limitations of LiDAR technology preventing more widespread adop-
tion for localization and mapping in mobile robots is the high cost of the sensors,
specially compared to vision sensors. However, with lower-cost models becoming
available, mainly solid-state LiDARs, multiple research efforts have been directed
towards optimizing existing algorithms for the new sensing modalities and scanning
patterns.

A robust, real-time LOAM algorithm for solid-state-LiDAR with small FoV and
irregular samplings has been presented in [31] to address several fundamental chal-
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lenges arising from solid-state-LiDARs. In another work, Lin ef al. proposed a
decentralized framework for SLAM tasks with multiple solid-state-LiDARSs to in-
crease the FoV and improve overall system robustness [18]. Inspired by local Bundle
Adjustment (BA) techniques utilized in visual SLAM, a BA approach with an adap-
tive voxelization method to search feature correspondence and solve the problem of
sparse features points in three-dimensional LiDAR data was presented in [32]. More
recent works have also worked towards improving LiDAR-based SLAM system ro-
bustness, with tightly-coupled LiDAR-inertial odometry and mapping schemes for
both solid-state and mechanical LiDARs presented in [16; 33]. Additionally, a cam-
era and solid-state LiDAR fusion SLAM framework have also been proposed in [34].

1.1.5 Multi-LiDAR-Based Sensor Fusion

More recently, the research focus has also shifted towards the fusion of data from
multiple LiDARs. For example, [35] addresses multi-LiDAR online extrinsic cali-
bration, odometry, and mapping, where extracted edge and planar features are uti-
lized and data uncertainty is modeled with Gaussian distribution. A tightly coupled
LiDAR-inertial odometry and mapping approach with low drift is proposed in [36],
which utilizes features extracted from multiple time-synchronized LiDARs with com-
plementary FoV. Rather than utilizing spinning LiDARs, a decentralized extended
Kalman filter (EKF) approach for simultaneous calibration, localization, and map-
ping for multiple solid-state LiDARs was introduced to improve upon the limited
FoV of a single solid-state LiDAR [18].

Achieving denser 3D geometry measurements of the surrounding environment
is crucial for enhancing 3D environment understanding. Unfortunately, spinning
LiDAR with higher resolution can be costly due to its more complicated architec-
ture. Low-resolution spinning LiDAR, while more affordable, produces sparse point
clouds with limited features, making the problem difficult to tackle [37] and leading
to inevitable inherent alignment errors [38]. Despite the clear advantages of solid-
state LiDARSs, the naturally narrow horizontal FoV leads, in a similar way to monoc-
ular pinhole camera systems, to the sensing volume being blocked by objects, or
even entirely occupied by a near wall, resulting in an insufficient number of feature
points to estimate a 6-degree-of-freedom (6-DoF) pose. This limitation has made
current solid-state-based SLAM methods challenging to apply in outdoor or large
indoor scenarios [16; 39] as shown in Figure 3. However, we find a lack of work in
the literature in terms of fusing multiple LiDARs with different scanning modalities,
which has potential to improve map quality and odometry accuracy by leveraging the
advantages of different model of LiDAR sensors.

Multiple studies have focused on improving LiDAR maps by integrating point
clouds from multiple LiDAR sensors [35; 40]. However, the low frame publish-
ing frequency of typical LiDARs (e.g., 10 Hz) can hinder an accurate 6-DOF pose
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Figure 3. The dense mapping results with solid-state LIDAR by LIO-Mapping are
showcased from different environments, positioned from top to bottom, left to right,
depicting urban road, forest, hall, and office room environments, respectively.

estimation in multi-LiDAR systems. In contrast, IMUs have been widely used in
state-of-the-art SLAM systems [41; 16], due to their ability to measure accelera-
tion and angular velocity at a high frequency (e.g., 200Hz) in three-dimensional
space. Nonetheless, there remains a lack of methods that can effectively exploit
multi-LiDAR inertial systems for odometry estimations.

1.2 Motivation and Obijectives

LiDAR technology has witnessed significant advancements, especially with the emer-
gence of higher-resolution spinning LiDAR and low-cost solid-state LiDAR. How-
ever, achieving a fully affordable, reliable, and precise localization, mapping, and
object tracking system using LiDAR technology still presents challenges. This thesis
aims to address these issues and unlock the technology’s full potential for practical
applications across various industries.

The following are the key research questions that this thesis aims to answer
throughout the different chapters, ranging from more general to more specific con-
cept:

1. Datasets are crucial for SLAM algorithm development as they provide real-
world sensor measurements and ground truth information, enabling the train-
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ing, validation, and improvement of SLAM algorithms, which are essential for
accurate and reliable spatial mapping and navigation of autonomous systems.
Among existed SLAM dataset, the KITTI benchmark [42] is the most signif-
icant dataset with capabilities of evaluating several tasks including odometry,
SLAM, objects detection, tracking with spinning LiDAR. Solid-state LiDAR
overcome some of the challenges of spinning LiDAR in terms of cost and res-
olution, but introduce some new limitations in terms of a relatively small field
of view (FoV) [31; 16]. Despite solid-state LiDAR’s increasing popularity,
few works have benchmarked the performance of both spinning LiDAR and
solid-state LiDAR in diverse environments, which limits the development of
more general-purpose LiDAR-based SLAM algorithms [43]. In this thesis, we
explored the limitations and advantages of each LiDAR sensor in various en-
vironmental conditions. We aim to answer the following questions: How does
the mapping ability between different LIDAR sensors at the same time in di-
verse environments? What kind of sensor combination of these sensors is able
to achieve a more robust and accurate mapping system?

2. In the context of autonomous driving vehicles, accurate mapping and localiza-
tion are paramount, particularly in dense urban environments where precise
localization is indispensable [44]. The dynamic surroundings and narrower
pathways in such areas pose significant technical challenges [45]. In this thesis,
we aim to address the following questions: Which LiDAR-based localization
method is optimal for enhancing the navigation accuracy of delivery robots in
dense urban environments? Additionally, what strategies can be employed to
effectively update or repair maps in response to changes in the environment or
map degradation in dense urban settings?

3. Most SLAM algorithms are primarily optimized for structured urban environ-
ments, leading to reduced performance in unstructured environments such as
forests. Firstly, in forests, GNSS signals often suffer from the multipath effect,
resulting in poor location accuracy, particularly under the canopy [46]. Sec-
ondly, due to environmental similarities, general point cloud ICP matching
algorithms may encounter issues with local minima during loop closure detec-
tion tasks, leading to an inability to correct odometry drift [13]. Moreover, in
forest harvesting operations, the movement of harvesters and forwarders along
undefined paths, coupled with potential changes in the environment due to log-
ging activities, further complicates the localization process. In this thesis, we
aim to address the localization challenges in GNSS-denied environments and
develop solutions for accurate localization in forest environment.

4. Multiple studies have focused on improving LiDAR maps in terms of accuracy
and density by integrating point clouds from multiple LiDAR sensors [35; 40].
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However, the low frame publishing frequency of typical spinning LiDARs
(e.g., 10Hz) can hinder an accurate 6-DOF pose estimation in multi-LiDAR
systems. In contrast, IMUs have been widely used in state-of-the-art SLAM
systems [41; 16], due to their ability to measure acceleration and angular veloc-
ity at a high frequency (e.g., 200 Hz) in three-dimensional space. Nonetheless,
there remains a lack of methods that can effectively exploit multi-LiDAR in-
ertial systems for odometry estimations. In this thesis, after studying multiple
LiDAR systems and their limitations and advantages, our aim is to answer the
following question: What is the most affordable, robust, and accurate mapping
system with different sensor systems? Additionally, how can sensor fusion
with different modalities of LiDARs and IMUs systems be implemented to
achieve state-of-the-art mapping performance?

5. Most SLAM methods operate under the assumption that the environment is
static. However, the presence of dynamic objects in the real world can signifi-
cantly impact the accuracy of scan matching [47]. To counteract the influence
of such dynamic objects, many researchers have concentrated on identifying
and eliminating feature points originating from moving objects, particularly in
autonomous driving systems involving humans and cars [48]. While consider-
able attention has been devoted to detecting large moving objects, such as vehi-
cles and pedestrians, there has been relatively little emphasis on micro object
detection. One primary reason for this neglect is the limited capability of tradi-
tional spinning LiDARSs to capture sufficient points from small objects, posing
challenges in tracking them effectively. However, the utilization of solid-state
LiDARs with non-repetitive scanning patterns enables the generation of dense
point clouds within the field of view (FoV), facilitating the tracking of smaller
objects like micro objects. In this thesis, our goal is to further explore the
tracking capabilities of solid-state LiDAR, specifically focusing on its ability
to track smaller objects.At last, we aim to answer the following questions: How
can small objects be effectively detected from the environment? What is the
detection ability using a camera with deep learning methods from a UAV view
at different attitudes? How can challenging objects be tracked using LiDAR
sensors with small field of view (FoV) and non-repetitive scanning features?
Answering these questions can contribute to the development of a more robust
SLAM system.

1.3 Main Contributions

The thesis concentrates on the development of a cost-effective, robust 3D LiDAR-
based localization, mapping, and tracking system. This system leverages multimodal
sensors, encompassing various types of LiDARs, IMUs, and GNSS, particularly in
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challenging environments.

10

The contribution can be categorized as following:

* An open-source multi-modal LiDAR dataset for general-purpose localization

and mapping. The dataset includes a benchmark that compares different modal-
ity LiDARSs (spinning, solid-state) in diverse environments, like indoor offices,
long corridors, halls, forests, and open roads. To allow for more accurate and
fair comparison, we introduce a new method for ground truth generation in
larger indoor spaces. This enhanced ground truth enables significantly higher
degree of quantitative benchmarking and comparison with respect to our pre-
vious work [43]. The dataset and ground truth labels, as well as more detailed
data, provides a performance reference for multi-modal LiDAR sensors in both
structured and unstructured environments to both academia and industry. The
datasets are fully open sourced at [49] and [50].

A segmentation and graph search-based global localization method for forest
environments. Forest enviornments are characterized by limited distinctive
features and visual similarity across the surroundings, specifically targeting
autonomous harvesters. The method achieved a robust, efficient, and accurate
localization ability in forest environment.

LiDAR-based sensor fusion algorithms for autonomous delivery vehicles in
GNSS-denied and corrupted map environments. By integrating data from Li-
DAR sensors with other complementary sensors such as cameras, IMUs, and
odometry, the proposed method enhance localization accuracy, perception ca-
pabilities, and dynamic path planning. The LiDAR-based sensor fusion algo-
rithms, which won the first award in the US area and achieved the second posi-
tion globally in the JDD competition, effectively address the last mile delivery
problem in GNSS-denied and corrupted map environments for autonomous
vehicles.

A cost-effective and robust simultaneous localization and dense mapping sys-
tem that take advantage of different modalities of LiDAR sensors. The ob-
jective was to achieve enhanced situational awareness and mapping accuracy
by effectively fusing data from low-resolution spinning LiDAR and low-cost
solid-state LiDAR with limited field of view (FoV). The research successfully
tackled calibration, synchronization, data processing, and feature extraction
challenges to seamlessly integrate diverse data sources.

A novel method for object detection and tracking. The method leverages the
dense measurement capability of solid-state LiDAR sensors. Additionally, the
research delved into camera-based human detection and tracking using data-
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driven based method at variable altitudes, specifically for search and rescue
operations.

1.4 Thesis Content Summary

The thesis is organized as follows: The introduction chapter offers an overview of the
research background and the addressed problem. Chapter 2 analyzes various sensor
modalities and datasets while benchmarking SLAM algorithms across diverse envi-
ronments. In Chapter 3, a graph search-based localization strategy for autonomous
harvesters in dense forests is proposed. Chapter 4 focuses on accurate localization
for autonomous delivery vehicles in urban environments with scenarios involving
GNSS-denied and map-corrupted situations. Chapter 5 introduces a multi-modal
multi-LiDAR inertial dense mapping framework that harnesses the benefits of wide
FoV spinning LiDAR and high-resolution solid-state LiDAR. In Chapter 6, the re-
search delves into dynamic object detection and tracking, specifically focusing on its
application in search and rescue missions and multi-robot cooperation tasks. Finally,
Chapter 7 summarizes research findings, presents conclusions, and outlines future
research directions.
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2 Multi-modal Multi-LiDAR Sensors
Dataset

Datasets have had a significant impact on research efforts in the development of
robust LIDAR odometry, localization, and mapping algorithms. By facilitating col-
laboration and comparison between different research groups, open-access datasets
have accelerated algorithm development. Researchers can evaluate their algorithms
on standardized datasets, enabling fair comparisons and benchmarking of different
approaches. This common ground for testing and validation has led to the adoption
of best practices and the sharing of knowledge within the research community, ulti-
mately resulting in faster progress and innovation in the field.

One of the pioneers and perhaps the most significant dataset to date is arguably
the KITTI benchmark[42]. The KITTI dataset includes a 64-beam 3D laser scan-
ner, four gray-scale and color cameras, and a GNSS/IMU navigation system within
a single data-gathering platform. The KITTI benchmark has become an essential
tool to evaluate the performance of algorithms in multiple tasks such as odometry,
SLAM, object detection, or tracking, among others, in both academia and industry.
Several similar datasets have also been published with a system composed of mul-
tiple cameras and spinning LiDARs, providing images and the corresponding point
clouds in urban environment. Some relevant examples include the Oxford Robocar
dataset [51], nuScences [52], or the EU long-term dataset [53]. Multiple spinning
LiDARs are often employed in these data collecting platform, albeit mostly sharing
the same sensing modality or technology.

The aim of this chapter is to investigate state of the art LIDAR based odometry
and mapping algorithms’ performance in diverse environment on proposed datasets.
One of the main limitations of existing datasets that we aim to overcome is the lack
of availability of data from solid-state LiDARs. Solid-state LiDARs often present
limited FoV, owing to the lack of mechanical rotation. The limited FoV together
with the different scan patterns pose significant differences for many of the popular
LiDAR odometry, localization and mapping algorithms [33]. As a result, we believe
that more data is necessary to advance research towards general-purpose and sensor-
agnostic LiDAR data processing algorithms. To bridge this gap, we present a novel
multi-LiDAR dataset with spinning LiDARs of three different resolutions, two solid-
state LiDARs with different FoV and scan pattern, and a LiDAR-camera.

The primary characteristics of the presented dataset are the following:

12
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1. A dataset with data from five different LiDAR sensors and one LiDAR cam-
era in a variety of environments. This is, to our knowledge, the most diverse
dataset in terms of LiDAR sensors for these environments. The dataset in-
cludes spinning LiDARs with 16 (Velodyne VLP-16), 64 (Ouster OS1-64) and
128 (Ouster OS1-128) channels and different vertical FoVs. Two different
solid-state LiDARs (Livox Horizon and Livox Avia) with different scanning
patterns and FoVs are also included. A LiDAR camera (RealSense LL515) pro-
vides RGB images and LiDAR-aided depth images. Low-resolution images
with depth, near-infrared and laser reflectivity data from the Ouster sensors
complete the dataset. These are illustrated in Figure 4.

2. The dataset includes sequences with MOCAP (motion capture) based ground
truth in both indoors and outdoors environments. This is, to the best of our
knowledge, the first LIDAR dataset to provide such accurate ground truth in
forest environments in addition to indoor areas, albeit the limited trajectory
length (see for samples Figure 5).

3. In addition to the MOCAP labeled data, the dataset includes other sequences in
large indoor halls, roads, and forest paths. The wide variety of sensors enables
comparison between LiDAR odometry and mapping algorithms to an extent
that was not possible before, with both general-purpose and sensor-specific
approaches.

4. Proposed a new multi-modal multi-LiDAR SLAM-assisted and ICP-based sen-
sor fusion method for generating ground truth maps. With these maps, we then
match real-time point cloud data using a normal distributions transform (NDT)
method to obtain the ground truth with full six degrees of freedom (DOF) pose
estimation. This novel ground truth data leverages high-resolution spinning
and solid-state LiDARs.

5. Based on the presented dataset, we provide a baseline comparison of the state-
of-the-art in LiDAR odometry, localization and mapping. We compare the
odometry drift as well as the quality of the maps obtained with different sen-
sors and different algorithms.

Based on the above characteristics of the presented dataset, this work provides
a timely and complimentary addition to existing datasets which are mostly focused
towards mobile robots indoors or autonomous cars outdoors. This chapter also show
how the performance of the state-of-the-art LIDAR SLAM algorithms varies signif-
icantly based on the environment and the type of LiDAR sensor. The high degree
of multi-modality in the sensor suite opens the door to research a variety of new
challenges for the research community. This dataset can aid in the design and de-
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velopment of future algorithms that better adapt to both structured and unstructured
environments, to limited FoV of the sensors, and to different scanning modalities.
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Figure 4. Front view of the multi-modal data acquisition system. Next to each sensor, we
show the individual coordinate frames for the generated point clouds.

2.1 LiDAR-Based SLAM Datasets

There are a number of datasets available that are relevant to this work, mostly gath-
ered within the autonomous driving community. In Table 3, we compare the most
relevant related datasets from the literature with ours. In the rest of this section, we
address the key differences between the proposed dataset and existing ones.

In addition to the myriad of datasets captured in urban road environments and fo-
cused towards research in autonomous driving, the literature also showcases efforts
in off-road environments. For example, the NCLT dataset provides a large-scale
indoor and outdoor dataset with multi-modal sensors, including spinning LiDARs,
cameras and IMU attached on a wheeled robot [54]. In another work, a handheld
device comprised of one spinning LiDAR and depth camera was utilized to collect
data from urban outdoor and vegetated environments [55]. A multi-sensor SLAM
benchmark, encompassing diverse indoor and outdoor environments, has been intro-
duced in [56]. In relation to these works, we provide a wider variety of sensor data
as well as more accurate ground truth in a selection of sequences.

There is also a number of datasets available in unstructured environments. For
instance, the Robot Unstructured Ground Driving (RUGD) dataset captured from a
small, unmanned mobile robot traversing in unstructured environments has been in-
troduced in [57]. The RUGD dataset contains different terrain types focusing on vi-
sual perception tasks like semantic segmentation. Several similar datasets in unstruc-
tured environments have been presented for tasks such as scene depth prediction [58],
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Figure 5. Samples of map data form different dataset sequences. From left to right and top
to down, we display maps generated from a forest, an urban area, an open road and a large
indoors hall, respectively.

terrain roughness understanding [59], off-road pedestrian detection [60]. Compared
to these datasets, we provide MOCAP-based ground truth in a forest environment,
while also including a wider variety of sensors.

In general, the number of publicly available datasets with solid-state LiDAR data
is scarce. Among them, the PandaSet collects driving scenarios in urban environ-
ments with data from a forward-facing solid-state LiDAR and a 64-channels spinning
LiDAR [61]. Additionally, Lin ef al. presented an outdoor and indoor dataset with a
solid-state LiDAR in college environment to test a novel LIDAR odometry and map-
ping (LOAM) algorithm tailored to solid-state LiDAR sensors [31]. In the present
dataset, we provide a significantly higher number of sensors as well as ground truth
both indoors and outdoors.

The research in the adaptation and tuning of algorithms for new LiDAR sen-
sors lacks the support of a dataset for benchmarking and comparing the different
approaches. Moreover, the lack of a truly heterogeneous and multi-modal dataset
with various types of LiDAR sensors is preventing further comparisons between the
methods to advance towards general-purpose LiDAR-based SLAM algorithms. To
bridge these gaps, this chapter focus on providing a dataset that can serve as an initial
benchmark for odometry, localization and mapping in diverse environments and with
different types of LiDAR sensors.
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Figure 6. Our data collecting platform, top view (left) and front view (right)

45cm

2.2 Multi-LiDAR Data Collection Platform

The sensor configuration of our data collection platform is shown in Figure 4, and
more specific information of each sensor is available in Table 1. Owing to the va-
riety of environments where the platform has been used, it has been mounted on
different types of mobile platforms. In road-like environments and large indoor halls,
a Clearpath Husky mobile robot has been used. In forests outdoors with snow, it
has been handheld. In small indoor spaces, it has been mounted on a mobile wheeled
platform, manually pushed. In order to increase the usability of the dataset for bench-
marking general-purpose algorithms, pitch and roll rotations have been applied in
different configurations when handheld, in addition to standard horizontal settings
where only the yaw angles varies if the surface where it is moving is horizontal.

2.2.1 Hardware System

The core objective of the sensor system is to provide data from various LiDAR sen-
sors with different characteristics, from novel low-cost solid-state LiDAR to 3D spin-
ning LiDARs with different resolutions and vertical FoV, and LiDAR cameras as
well. To this end, our data collecting platform includes three spinning LiDARs: 16-
channels Velodyne LiDAR (VLP-16), 64-channels Ouster LiDAR (OS1), and 128-
channels Ouster LiDAR (OS0). On the side of solid-state LiDARSs, two units from
Livox are installed: Horizon, with a FoV close to a rectangle, and Avia, with an
almost-circular FoV. An Intel RealSense L515 LiDAR camera completes the setup.
Regarding the physical configuration, the Horizon and Avia LiDARs were installed
in the center of the frame facing forward. The L515 camera was attached to the
front left of the platform. On the sides, the OS0O and OS1 sensors were mounted at
a bit higher level, where the OS1 is turned 45 degrees clockwise, and the OSO is
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Figure 7. Top view of point cloud data generated for the calibration process with multiple
LiDARs. The red and green point clouds represent data obtained from the Livox Horizon
and Avia, respectively. The purple, yellow, and blue clouds are from the VLP-16, OS1, and
OSO0 sensors.

turned 45 degrees anticlockwise. The Velodyne LiDAR is at the top-most position
with the x-axis facing forward as well. Please refer to the top view of Figure 6 for
the detailed distances, positions and orientations. The Optitrack marker set for the
MOCAP-based ground truth are fixed on the top of the aluminum stick to maximize
its visibility and detection range.

To ensure a low-latency and high-speed transmission of all data, the LiDARs
are connected to a Gigabit Ethernet router and a computer onboard the platform
featuring an Intel i7-10750h processor, 64 GB of DDR4 RAM memory and 1TB
SSD storage. The Optitrack system is also physically connected via Ethernet to the
onboard computer on a separate interface to the LiDARs. Finally, the RealSense
L515 camera is connected using a USB 3.0 port.

2.2.2 Software System

Our software system is based entirely on ROS Melodic under Ubuntu 18.04. The
set of ROS drivers and the publishing frequency of the different sensors is shown
visually in Figure 8. Owing to the lack of hardware signals to synchronize the sensor
data, as in other datasets in the literature [53], we approach the minimization of the
data synchronization problem by running all the sensor drivers, data recording pro-
grams locally on a high performance computer. This, together with the networking
equipment, aid in reducing the latency of data transmission at the hardware and soft-
ware level (timestamped at the ROS drivers). In order to support a potentially wider
use of the data, the dataset also includes the time stamp from built-in internal oscil-
lators for both Livox and Ouster LiDARSs, and for both point cloud and IMU data,
in addition to the timestamp included in the header of all ROS messages. We have
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Table 2. List of data sequences in proposed dataset (V: Velodyne VLP-16, H:Livox
Horizon, A:Livox Avia, Og: Ouster OS0, O1: Ouster OS1, L:Realsense L515, T: Realsense
T265, G: RTK/GNSS)

Sequence Description Ground Truth Sensors
Forest0l  Forest(Winter,Square) Mocap V,H,A,0,0,
Forest02  Forest(Winter,Straight) Mocap V,H,A,00,0;
Forest03 Forest (long path) SLAM V,H
Indoor01 Office room (easy) Mocap V,H,A,00,01,L
Indoor02 Office room(middle) Mocap V,H,A,00,01,L
Indoor03 Office room(hard) Mocap V,H,A 00,0;1,L
Indoor04 Large Hall SLAM V,H,A,0,01,L
Indoor05 Long Corridor SLAM V,H,A,0,01,L
Indoor06 Lab space (easy) MOCAP V,H,A,00,01,L
Indoor07 Lab space (hard) MOCAP V,H,A,00,01,L,T
Indoor08 Classroom space SLAM+ICP V,H,A,00,01,L,T
Indoor09 Corridor (short) SLAM~+ICP V,H,A,00,01,L,T
Indoor10 Corridor (long) SLAM+ICP V,H,A,00,01,L,T
Indoorl11 Hall (large) SLAM~+ICP V,H,A,00,01,L,T
Road01 Open road(short) SLAM V,H,A,00,01
Road02 Open road(long) SLAM V,H,A,00,0;
Road03 Open road GNSS RTK  V,H,A,0,01,1, TG

also compared the angular velocities of IMUs together with data from the MOCAP
system to conclude that the latency of our system is less than 10 ms.

2.2.3 Sensors Calibration

The extrinsic parameters of the LiDARs are calculated based on optimization meth-
ods similar to those presented in [62]. We calculate the extrinsic parameters in an
indoor office environment, while the sensor platform was stationary. The coordinate
system of the Horizon LiDAR sensor is treated as the reference frame during the
calibration process. Ten consecutive frames of point cloud data are integrated from
the solid-state LIDARS to accumulate a higher degree of detail from the environment.
The point cloud data from each different LiDAR is then transformed to the reference
frame based on manual measurements of a set of features in the environment. Then,
a Generalized Iterative Closest Point (GICP) method is employed to optimize the rel-
ative transformation between the reference frame and LiDARs iteratively [12]. For
reference, in Figure 7 we show sample sensor data from one of the indoor envi-
ronments after calibration. The ROS package livoxr_camera_LiDAR_calibration
was utilized to calibrate the extrinsic parameter between the Horizon sensor and the
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Table 3. Comparison of related open-access LiDAR-based datasets with the proposed
dataset.

Dataset Year Environment Ground Truth LiDARs Other
KITTI 42 2013 Urban road RTK_GPS/INS 3D-Velodyne HDL-64E @10 Hz 4x cameras , accel/gyro
Urban Indoor 3D-Velodyne HDL-64E@10 Hz
NCLT 54, 2017 Outdoor GPS/INS 2x 2D-Hokuyo @10/40 Hz camera
2x 2D-SICK @50 Hz
Oxford RobotCar 51 2017 Urban Road GPS/INS 3D-SICK @12.5Hz 4 Camera; accel/gyro
Unstructured
RUGB Dataset 57, 2019 outdoor - 3D-Velodyne HDL-32E @10 Hz GPS&IMU ; 3x cameras
6x Camera (RGB);GPS&IMU;
nuScences 52 2020 Urban Road - 3D-32-Beams LiDAR @20 Hz 5x Radar@13Hz
Urban outdoor
Newer College 55 2020 Vegetated 6DOF ICP 3D-Ouster-64 @10 Hz D435i (Infrared); accel/gyro
3D-Hesai-Pandar64 @10 Hz
PandaSet 61 2021 Urban road - 3D solid-state LiDAR@10 Hz 6x Cameras. GNSS&IMU
Laser 3D tracker
M2DGR 56, 2022 Urban In/Outdoors RTK_GPS/INS 3D VLP-32C @10Hz 3 Cameras. GNSS&IMU
Urban indoor 3x 3D-Spinning LiDAR(16,64,128) @10 Hz )
Urban road 6DOF MoCAP 2x 3D-Solid-State-LiDAR @10 Hz 2x accel/gyro @200 Hz
Our Dataset 2022 Forest SLAM LiDAR-Camera @30 Hz 2x accel/gyro @100 Hz

L515 LiDAR camera. The intrinsic parameters of LiDARs and the LiDAR camera
are given based on factory settings and manufacturer information. A specific rosbag
containing raw data recorded in stationary settings at the room shown in Figure 7 is
provided for end-user re-calibration and potential application of different methods.

2.3 Generating Ground Truth Data

Generating accurate ground truth data in complex environments is a challenging task,
as has been identified in multiple existing datasets. Many vehicular benchmarks uti-
lize the pose generated from GNSS/INS fusion method as ground truth. However,
multi-path effect can affect the accuracy of the pose estimated by GNSS sensors in
forest and urban environments. For indoor environments, GNSS signals are unavail-
able.

2.3.1 MOCAP Avaliable Ground Truth

MOCAP systems have been widely adopted in indoor environments owing to their
ability to provide millimeter-level accuracy in positioning data. However, the utiliza-
tion of MOCAP systems is limited mainly by the range of the cameras, usually in
the 10 to 20 m range. The need for relatively complex setup of the system has also
prevented the adoption of such systems for outdoors environments, and specially in
unstructured environment such as forests.

To meet the demands of reliable ground-truth data for diverse environments,
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Figure 8. ROS drivers and data gathering frequency for the different LiDAR sensors used in
data collection platform.

the present dataset includes MOCAP-based ground-truth data in both a subset of
indoor and forest environments. This enables millimeter level pose estimation as
ground truth for odometry algorithms in both structured and unstructured environ-
ments, which can aid in researching low-drift odometry algorithms, accurate feature
tracking, and reduction of motion-induced distortions in the data. For large-scale
environment, where the MOCAP system is unavailable, we also provide location
information as a reference from SLAM methods [33]. In these settings, the higher-
resolution LiDAR OS0-128 can be used as a baseline for the other sensors. We
evaluate the SLAM algorithms in diverse environments, with a sample of environ-
ments shown in Figure 11. From the different SLAM methods further characterized
in the next section, those that use data from the OSO0 sensor showcase the most robust
performance in a series of sampled sequences.

2.3.2 SLAM Assisted Ground Truth

To provide accurate ground truth for large-scale indoor and outdoor environments,
where the MOCAP system is unavailable or GNSS/RTK positioning result becomes
unreliable due to the multi-path effect, we propose a SLAM-assisted solid-state
LiDAR-based ground map generation framework.

Inspired by the prior map generation methods in [55], where a survey-grade 3D
imaging laser scanner Leica BLK360 scanner is utilized to obtain static pointclouds
of the target environment, we employed a low-cost solid-state LiDAR Livox Avia
and high resolution spinning LiDAR to collect undistorted pointclouds from environ-
ments. According to the Livox Avia datasheet, the range accuracy of the Avia sensor
is 2 cm with a maximum detection range of 480 m. Due to the non-repetitive scanning
pattern, the environment coverage of the pointcloud within the FoV increases with
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time. Therefore, we integrated multiple frames when the platform was stationary to
get more detailed undistorted environmental sampling. Each integrated pointcloud
contains more than 240,000 points. The Livox built-in IMU is used to detect the
stationary state of the platform when the acceleration values are smaller than 0.01
m/s? along all axes.

After gathering multiple undistorted pointcloud submaps from the target environ-
ment, the next step is to match and merge all submap into a global map by ICP. As the
ICP process requires a good initial guess, we employ a high resolution spinning Li-
DAR OSO0 with a 360-degree horizontal FOV to provide raw position by performing
real-time SLAM algorithms. This process is outlined in Algorithm 1. A dense and
high-definition ground truth map can be obtained by denoising the map generated by
the algorithm described above to remove noise.

Let Pg;. be the pointcloud produced by the spinning LiDAR, P, be the point-
cloud generated by solid-state LiDAR, and Z; be the IMU data from the built-in
IMU. Our previous work has shown high resolution spinning LiDAR has the most
robust performance in diverse environments. Therefore, LeGo-LOAM [14] is per-
formed with a high resolution spinning LiDAR (OS0-128) and outputs the estimated
pose for each submap.

The cached data Sgqcpe Stores submaps and the related poses. Let P; be the
pointcloud and related pose p, in S¢qche|i]- The submap P; will be first transformed to
map coordinate as P;" based on estimated pose p,; then GICP methods are employed
on P/" to minimize the Euclidean distance between closest points against pointcloud
M, iteratively; P/ will be transformed by the transformation matrix generated
from GICP process, then merged to the map M,,. The result map M,,, is treated as
ground truth map.

After the ground truth map generated, we employ normal NDT method in [63]
to match the real-time pointcloud data from spinning LiDAR against the HD (High-
definition) map as the Figure 9 shows to get the platform position in ground truth
map. The matching result from the NDT localizer is treated as the ground truth.

The evaluation of the accuracy of the proposed ground truth prior map method
is challenging for some scenes in the dataset, as both GNSS and MOCAP systems
are not available in indoor environments such as long corridors. To evaluate the
generated ground truth, we adhere to the methodological approach delineated in the
referenced study [55]. We evaluated the standard deviations of the ground truth
generated by the proposed method during the first ten seconds when the device is
stationary from sequence Indoors09. The standard deviations along the X, Y, and Z
axes are 2.2 cm, 4.1 cm, and 2.5 cm, respectively, or about 4.8 cm overall. However,
evaluating localization performance when the device is in motion is more difficult.
To better understand the order of magnitude of the accuracy, we compare the NDT-
based ground truth Z values with the MOCAP-based ground truth Z values in the
sequence Indoor06 environment.
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Algorithm 1: SLAM-assisted ICP-based prior map generation for ground
truth data.

Input:
Spinning LiDAR pointcloud: Psg
Solid-state LiDAR pointcloud: Psg
IMU data: Zy

Output:
Platform state: p,
Prior map: Mg,

while new Py, do
| p* e SLAM(Po);

// Cached still clouds and raw pose

Scache = {}7
// Cached still cloud
Peache = Hv

while new Py, do
if 7p, Vonguiar < tha, Pr-Viinear < th, then

s = True;

Pm = Pm + Pak;
else

s = False;

Peache-clear();
Scach,e — (vapk);

while S.cpe.size() > 0 do
Map — ICP(Scachey pImMap)§

Scache-clear();
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2.3.3 Data Sequences

The different subsets of proposed dataset are divided into three categories based on
the environment: forest, indoor, urban outdoor. Table 2 lists all the sequences in our
dataset.

Three sequences are provided for the forest environment. The forest data is col-
lected at a forest in Turku, Finland (60°28'14.3”N22°19'54.8”E)). The sequences
Forest01 and Forest02 are collected in winter time with snow-covered ground. For-
est0] includes a square-shaped trajectory, while in Forest02 the system is moved in
a straight trajectory. Both of these sets include MOCAP data. A larger-scale forest
recording is also provided in the Forest03 sequence, with Horizon and VLP-16 Li-
DARs mounted on a smaller, handheld device. These sequences can support research
in areas from tree-counting to tree stem diameter estimation. The vast difference in
environment structure from urban settings to forest settings can also support LiDAR-
based general-purpose odometry, localization and mapping algorithms.

The indoor environment then adds another dimension to the dataset with five data
sequences. The data is collected in rooms and open halls of ICT-City in Turku, Fin-
land. Three sequences are collected in a large experiment room where data from the
MOCAP system is available. From these, Indoor03 contains faster rotations and sud-
den movements, while positioning the sensors closer to objects in front and around.
In consequence, most of the solid-state LiIDAR view is blocked by objects or walls,
presenting a significantly more challenging situation for odometry estimation algo-
rithms based primarily on scan matching methods. The data in Indoor01 is recorded
while maintaining a longer distance (=~ 50 cm) with objects and following a square-
shaped trajectory with a reduced number of rotations. The Indoor02 sequence then
features a circular trajectory with more rotation but again maintaining an even larger
distance to objects than in Indoor03. Sequences Indoor04 and Indoor05 correspond
to recordings in a large hall and long corridor environment, respectively.

Finally, two sequences of open-road environment around the ICT-City building
in Turku, Finland, are also included in this dataset. The length of Road0l is over
50 m, while the traversed length of the trajectory in Road02 is about 500 m.

2.3.4 Data Format

The data is collected in ROS and saved with the rosbag format, which has become
a standard in the robotics research community. Sampled data frames from a subset
of the sensors is shown in 2. The detailed data format for each type included in the
dataset is listed as follow:

1. Point cloud from spinning LiDARs from the three spinning LiDARs, namely
VLP-16, OS0-128 and OS1-64. The sensor message type from spinning Li-
DARs is recorded as sensor_msgs :: PointCloud. Each point in the point
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Figure 9. NDT localization with ground truth map. External view and Internal view when
the current laser scan (orange) is aligned with the Ground truth map (blue).
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cloud holds four values (z, vy, z, I), where x, y, z represent the local Cartesian
coordinates, and [ is the laser reflectance of the point measured.

. Point cloud from solid-state LIDAR from the two solid-state LiDARs, namely

Avia and Horizon. The message type of these solid-state LiDARs in the ros-
bags is Livox’s custom data format named livox_ros_driver /CustomM sg.
The customized message keeps the first point’s timestamp of each frame as the
base time and then provides an offset time relative to the base time for each
point. This is needed as the non-repetitive pattern does not allowed for a pos-
teriori estimation, unlike the spinning LiDARSs, in which we can estimate the
time difference between points based on the settings of the mechanical parts.
With this information, the de-skew process can then be conducted on the data
to compensate for the distortion in the point cloud data caused by the sensor’s
egomotion [31]. We have maintained this message type that contains time in-
formation for each point for algorithms that include in the processing flow the
de-skew of point cloud data and other related research. However, standard
ROS messages simplify the visualization of the point cloud with tools such
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as Rviz, and provide a format that many other LiDAR processing algorithms
relying on standard ROS messages use [16]. Therefore, we provide format
conversion tools to transform the Livox custom message data to the ROS stan-
dard message type sensor_msgs :: PointCloud. Each point is then converted
to a new one that holds five values (x,y, z, I, C'), where z,y, z is the local
Cartesian coordinate set, [ is the intensity of the point, and where the integer
part of C' represents the line number and the decimal part the point timestamp.

. Images from LiDAR camera. The RealSense L515 LiDAR camera is config-
ured to publish RGB images with a size of 1920x1080, and depth images with
a size of 1024x768. The message type is sensor_msgs :: Image at frequency
10 Hz. The depth estimations are aided by the built-in LiDAR sensor.

. Images from high-resolution spinning LiDAR. The two high resolution Li-
DAR from Ouster, OS0-128 and OS1-64, can output fixed-resolution range
images, near-infrared images captured by the laser sensor, and signal images.
In these, each pixel represents the distance from the sensor origin to the point,
the strength of the light captured, and the object’s reflectivity, respectively. The
images are published at frequency of 10 Hz. The image data is spatially corre-
lated, with 16 bits per pixel and a linear photo response. The message type in
the rosbags is the standard sensor_msgs/Image.

. Inertial data from spinning and solid-state LiDARs. There are in total four
built-in 6-axis IMU sensors with 3-axis gyroscope and a 3-axis accelerometer,
one in each of the Ouster and Livox LiDARs. They publish data at a frequency
of 100 Hz in the former and 200 Hz in the latter. The data type of IMU data in
the rosbags is again ROS’ standard sensor_msgs :: Imu.

. Ground truth data. The ground truth data from the MOCAP system is in-
cluded in rosbags as geometry_msgs :: PoseStamped messages. They are
obtained from the computer driving the set of OptiTrack cameras through a
VRPN (Virtual-Reality Peripheral Network) connection.

2.4 SOTA Algorithms Benchmarking

As a part of the dataset, we have evaluated several state-of-the-art SLAM algorithms
on the different sequences. Through the rest of this section we discuss the best meth-
ods for different types of LIDAR data and environments.
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Table 4. ATE (u/0) of selected SLAM methods (N/A when odometry estimations diverge).
Best results for each sequence are in bold.

Sequence  FLIO_OSO  FLIO_-OS1 FLIO_Avia FLIO_Hori LeGo_Velo LIOL_Hori

Indoor01 0.11 / 0.07 0.12/0.04 0.58/03 0.65/024 0.22/0.19 N/A
Indoor02 0.17 / 0.12 0.34/0.21 070 /020  N/A 048 /0.17 N/A
Indoor03 0.16 / 0.09 021 /0.08  N/A N/A  0.38/0.23 N/A
Forest0l ~ 0.14 /0.05 0.13 /0.04 0.10 /0.03 0.09 /0.03 0.12/0.05 0.04/ 0.01
Forest02  0.13 /0.07  0.12/0.06 0.09 /0.03 0.11/0.05 0.31/0.05 0.07/ 0.04

(a) RGB (b) H-LIOL (c) OSO-FLIO

(2 (h) @ @

Figure 10. Qualitative comparison of the mapping quality using different LiDAR and
SLAM algorithms. Bottom row shows in (e) to (j) the Horizon-based LIOL, Horizon, Avia,
0S50, and OS1-based FLIO, and Velodyne’s LeGo-LOAM maps, respectively.

(d) (e) ()

2.4.1 LiDAR Odometry

Different LIDAR SLAM methods have been employed in our experiments. The
FAST-LIO (FLIO) algorithm [33], a LiDAR-inertial odometry system that works for
both spinning LiDAR and solid-state LiDAR, has been applied on Ouster LiDARs
and Livox LiDARs leveraging the built-in IMUs. The objective here is to compare
the performance of the same SLAM method applied to data from different types of
LiDARs. In addition to FLIO, LeGo-LOAM! has been applied to data from the
Velodyne LiDAR [14]. Another SLAM system, LIO-LIVOX (LIOL)2, a tightly cou-
pled SLAM that specifically developed for Horizon LiDAR, has also been tested on
Horizon LiDAR data.
The estimated trajectories are visualized in Figure 11. The plots are two-dimensional

1 https://github.com/RobustField AutonomyLab/LeGO-LOAM
2https://github.com/Livox-SDK/LIO-Livox
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to improve readability as the changes in the vertical coordinate are minimal. Full data
of the reconstructed paths is available in the dataset repository. From the results, one
of the first conclusions is that the solid-state LiDAR-based SLAM system performs
as well as or even better than the spinning LiDARs with the appropriate algorithms
in the outdoors environments, but perform significantly more poorly in the indoor
environments.

For the outdoor sequences, ForestO1, Forest02, and Road02, all SLAM methods
perform well, and the trajectories are completed without major disruptions. For the
indoor sequence Indoor01, Avia- and Horizon-based FLIO are able to reconstruct the
sensor trajectory but show that significant drift accumulates. In the same sequence,
Horizon-based LIOL fails to reconstruct even the first loop in the trajectory. Similar
behaviour is observed in the Indoor02 sequence, with all the solid-state LiDARs
failing completely in Indoor03. In all of these sequences, all the methods applied
to spinning LiDARs perform satisfactorily. This result can be expected as they have
full view of the environment, which has a clear geometry.

For the sequence Indoor04 showcasing a long corridor, all the spinning LiDARs
can again reconstruct a complete trajectory. The best performance is obtained from
0S0-based FLIO and Velodyne-based LeGo-LOAM, with correct alignment between
the first and last location. However, angular drifts accumulates with OS1-based
FLIO, while Horizon- and Avia-based algorithms result in diverging odometry es-
timations.

In addition to the qualitative trajectory analysis, we also provide a quantitative
analysis of the odometry error based on the MOCAP-based ground truth data in
Table 4. Absolute trajectory errors (ATE) [64] are employed as an evaluation met-
ric. All trajectories are transformed to the local coordinate reference of the MOCAP
markers, and aligned with global ground truth data reference. Then, we calculate
ATE using the EVO toolset 3. Methods based on spinning LiDAR data clearly show
performance indoors, with naturally lower error as the vertical resolution increases.
However, in the forest environment solid-state LIDARs demonstrate superior perfor-
mance, with LIOL featuring an ATE error as low as 4 cm mean error.

In summary, the above results show that spinning LiDARs are more stable across
different environments, while the solid-state LiDARs show significantly better cost-
performance ratio in some outdoors environments.

2.4.2 Mapping Quality

In the last part of our analysis, we compare the mapping quality generated from dif-
ferent LiDARSs in urban open road environments as shown in Figure 10. From the
figure, we can observe that the LIOL method applied to solid-state LiDAR presents

3 https://github.com/MichaelGrupp/evo.git
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Figure 11. Estimated trajectory results using different LIDAR and SLAM algorithms. First
row: Indoor01, Indoor02. Second row: Indoor03, Forest02. Third row: ForestOI, Road0?2.
Bottom row: Indoor04, Indoor05.
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the most detailed and clear map. It is worth noting that these maps have been gen-
erated with default configuration of the methods and without changing parameters
such as the map update frequency. This result matches the quantitative results ob-
tained with the same sensors and algorihtms in the forest environment. More results
are available in our project page.

Figure 12. Qualitative comparison of the mapping quality using different LIDAR and
SLAM algorithms. The first row from left to right shows RGB full view image, full view
Horizon-based LIOL and close view RGB image. The second row from left to right shows
0S0, OS1, Velodyne, Avia and Horizon-based FLIO. The bottom row from left to right
shows the Horizon-based LIOL, Horizon, OS1-based LLOM and LLOMR, Velodyne’s
LeGo-LOAM maps and Horizon-based LVXM, respectively.

From Figure 10,we can observe that the LIOL method applied to solid-state Li-
DAR presents the most detailed and clear map. It is worth noting that these maps
have been generated with the default configuration of the methods and without chang-
ing parameters such as the map update frequency. This result matches the quantita-
tive results obtained with the same sensors and algorithms in the forest environment.

As shown in Figure 12, Horizon-based LIOL has the best mapping ability, but if
the environment (such as sequence indoors 06-09) is complex, LIOL will fail to map
due to drift. In addition, OS0O and OS1-Based FLIO also have good mapping ability,
thanks to the wide FOV and excellent resolution of OS0 and OS1. Compared to OSO
and OS1, Velodyne has poorer mapping ability due to its lower vertical resolution,
and it has almost failed to reconstruct the letter B sign in Figure 10. LVMX, LLOM,
and LLOMR focus on calculating the mobile platform’s pose estimation rather than
point cloud mapping ability, so the point cloud maps they reconstructed are relatively
poor.
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2.4.3 Runtime Evaluation

We conducted this experiment on 4 different platforms. The first platform (1) was
a Lenovo Legion Y7000P with 16 GB RAM, a 6-core Intel i5-9300H (2.40 GHz)
and an Nvidia GTX 1660Ti (1536 CUDA cores, 6 GB VRAM). The second (2) plat-
form was the Jetson Xavier AGX, a popular computing platform for mobile robots,
which has an 8-core ARMvS8.2 64-bit CPU (2.25 GHz), 16 GB RAM and 512-core
Volta GPU. From its 7 power modes, we chose MAX and 30 W (6 core only) modes.
The third (3) platform was the Nvidia Xavier NX which is a common embedded
computing platform with a 6-core ARM v8.2 64-bit CPU, 8 GB RAM, and 384-core
Volta GPU with 48 Tensor cores. We chose the 15 W power mode (all 6 cores) for
the NX. The fourth (4) platform was the UP Xtreme board featuring an 8-core Intel
i7-8665UE (1.70 GHz) and 16 GB RAM.

Table 5. Average run-time resource (CPU/RAM) utilization and performance (pose
calculation speed) comparison of selected SLAM methods across multiple platforms. The
data is played at 15 times the real speed for the pose publishing frequency. CPU utilization
of 100% equals one full processor core.

( CPU utilization (%), RAM utilization (MB), Pose publication rate (Hz) )

Intel PC AGX MAX AGX 30 W UP Xtreme NX 15W
FLIO_0S0 (79.4, 3845, 74.0)  (40.9, 385.3, 13.6)  (55.1, 398.8, 13.2)  (90.9, 401.8, 47.3)  (53.7, 37L.1, 14.3)
FLIO_OS1 (73.7,437.4, 67.5)  (54.5, 397.5,21.2)  (73.9, 409.2, 15.4)  (125.9, 416.2, 58.0)  (73.3, 360.4, 14.2)
FLIO Velo (69.9, 385.2, 98.6)  (44.4, 369.7, 29.1)  (58.3, 367.6, 21.4)  (110.5, 380.5, 89.6) (57, 331.5, 19.5)
FLIO_Avia (65.0, 423.8, 98.3)  (40.8, 391.5, 32.3)  (47.4, 4134, 24.5)  (113.2,401.2, 90.7)  (51.2, 344.8, 21.9)
FLIO Hori  (65.7, 423.8, 103.7) (37.6, 408.4, 34.7)  (50.5, 387.9, 26.8)  (109.7, 422.8, 91.0)  (47.5, 370.7, 23.4)
LLOM Hori  (126.2, 461.6, 14.5) (1285, 545.4, 9.1)  (168.5, 658.5, 1.5)  (130.1, 461.1, 12.8) (N /A)
LLOMR.OS1 (112.3,281.5,25.8)  (70.8,282.3,9.6)  (107.1,272.2,6.5)  (109.0, 253.5, 13.6) (N /A)
LIOL Hori  (186.1, 508.7, 19.1)  (247.2, 590.3, 9.6)  (188.1, 846.0,4.1)  (208.2, 571.8, 14.0) (239.0, 750.5, 4.54)
LVXM_ Hori  (135.4, 713.7, 14.7) (1623, 619.0, 10.5) (185.86, 555.81, 5.0)  (189.6, 610.4, 7.9)  (198.0, 456.7, 5.5)
LEGO Velo  (28.7,455.4,9.8)  (42.4,227.8,7.0)  (62.8,233.4,35)  (39.7,256.6,9.1)  (36.9, 331.4, 3.7)

These platforms all run ROS Melodic on Ubuntu 18.04. The CPU and mem-

ory utilization is measured with a ROS resource monitor tool 4, Additionally, for
minimizing the difference of the operating environment, we unified the dependen-
cies used in each SLAM system into same version, and each hyperparameter in the
SLAM system is configured with the default values. The results are shown in Table 5.

The memory utilization of each selected SLAM approach among the two proces-

4https://github.com/alspitz/cpu,monitor
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sor architectures platforms is roughly equivalent. However, the CPU utilization of the
same SLAM algorithm running on Intel processors is generally higher than the other
algorithms, and also the highest publishing frequency is obtained. LeGO_LOAM has
the lowest CPU utilization but its accuracy is towards the low end (see Table 5), and
has a very low pose publishing frequency. Fast-LIO performs well, especially on em-
bedded computing platforms, with good accuracy, low resource utilization, and high
pose publishing frequency. In contrast, LIO_LIVOX has the highest CPU utiliza-
tion due to the computational complexity of the frame-to-model registration method
applied to estimate the pose.

A final takeaway is in the generalization of the studied methods. Many state-of-
the-art methods are only applicable to a single LiDAR modality. In addition, those
that have higher flexibility (e.g., FLIO) still lack the ability to support a point cloud
resulting from the fusion of both types of LiDARs.

2.5 Summary and Conclusions

This chapter presented a novel dataset collected with a multi-modal LiDAR sensor
system in diverse environments. The dataset includes data from LiDARs of differ-
ent types (spinning and solid-state), resolution (16, 64 and 128 channels for spinning
LiDARs) and scan patterns (for two different solid-state LiDARSs), in addition to a Li-
DAR camera. This opens the door to future research in general-purpose algorithms,
as our analysis shows that different algorithms clearly perform better in one or an-
other type of LiDAR, if they are able to process the data at all. There is therefore a
significant gap to be filled in more robust LIDAR odometry, localization and mapping
algorithms. To aid in analyzing the drift of the algorithms, we have provided ground
truth data both indoors and in a forest environment. For comparison of the mapping
quality mainly, we also provide data from larger indoor halls and urban roads. The
experiments have covered nine sequences across four computing platforms.

Overall, we found that in both indoor and outdoor environments, the spinning
LiDAR-based FLIO exhibited good performance with low power consumption, which
we believe is due to the ability of the spinning LiDAR to obtain a full view of the
environment. However, in the forest environment, the LIOL algorithm based on solid-
state LIDAR It has the best accuracy and mapping quality performance, although it
has the highest power consumption due to sliding window optimization. These find-
ings led to the proposal of a novel multi-modal multi-LiDAR-Inertial SLAM frame-
work in Chapter 5, leveraging the strengths of various LiDAR sensor modalities.
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3 Accurate Localization in Large-scale
Forest Environments

Accurate global localization on a given map is critical for autonomous systems as it
ensures safe navigation and robust performance in various conditions by taking ad-
vantage of prior knowledge from the map. While LiDAR-based SLAM algorithms
excel in simultaneously creating maps and estimating poses relative to their original
position, there is an additional need to accurately locate the robot globally on an exist-
ing map for long-term navigation, mapping, and multi-robot cooperation tasks [65].
In structured environments like urban roads, where perception systems can detect
abundant identifiable edge and plane features from ground structures, buildings, and
traffic signs, global localization becomes more feasible. However, unstructured envi-
ronments such as forests pose unique challenges, where irregular terrain and visually
similar surroundings render conventional ICP-based algorithms ineffective in such
settings [13; 12]. Moreover, GNSS accuracy is significantly hindered by the multi-
path effect occurring under forest canopies.

In this chapter, our objective is to enable fast, real-time global localization on
prior map in forest environment for autonomous driving vehicle in forest, such as
forest harvesters and forwarders. In a forest harvesting operation, harvesters and for-
warders travel through undefined paths. Moreover, the detection of potential features
(ground and tree stems) is considerately affected by irregularities (branches and fo-
liage in the trees, and small plants, rocks or fallen trees on the ground). In this work,
we pursue the design and development of a localization method which is reliable,
accurate and of low computational cost. The computation is aimed to occur in real
time on-board of harvesters and forwarders in the forest with canopy cover. The fi-
nal hardware to be utilized in a real application would have similar capabilities to
the hardware we have used in the experiments reported in this work. Relatively ran-
domly located but ubiquitous tree stems are a natural basis for localization efforts.
We also assume that a prior map of the forest in the form of a pointcloud is available
before the mission starts.

In this chapter, we proposed a lightweight and graph-based localization method
for pose estimation within a global map of a harvester in dense and unstructured
forest environments. The proposed method is lightweight and matches a triangular-
ization of a single LiDAR scan with a subgraph of the triangularization of the global
forest map. Compared to matching raw LiDAR data point-by-point, we reduce the
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problem to a triangularization created based on the positions of tree stems. In our
experiment setting where a 16-channel 3D LiDAR with a field of view of about
210°and situated at a height of 1.5 m., individual trees get an average of 100 laser
hits. The proposed triangularization process is able to reduce the number of points
to be matched to approximately 1% of the size of a single LiDAR scan, significantly
improving computation efficiency.To the best of our knowledge, this is the first work
to utilize Delaunay triangulation for the purpose of localizing a vehicle in a forest
environment. Moreover, we provide a fully experimental approach with a realistic
use case in forest harvesting.

3.1  Autonomous Driving Meet Forest
3.1.1 Autonomous Vehicles in Forest

Over the last ten years, autonomous harvesting and transportation have become the
long-term goal of the future development of the forest industry and attracted the in-
terest of the research community. Naturally, there are several intermediate goals such
as the organization of the public data [66], and the gradual increase of autonomy in
varying degrees, starting with short-range transport in forests [67]. Incremental ad-
vances in forest autonomy include driver assistance platforms and function-specific
automation. For example, these include the automated selection of tree stems to
be processed, micro-tasks such as sequencing the processing of individual trees, lo-
cal route planning, or semi-autonomous transportation and quality assurance. In all
these tasks, one key element is the availability of tree maps, together with methods
enabling the identification and selection of individual trees. In addition, local route
planning requires accurate updates on the position of the harvester inside the forest in
real-time, which can not be relied on global navigation satellite system (GNSS) sen-
sors [68; 69]. An autonomous path tracking based on GNSS only was demonstrated
in [70] using an industrial vehicle in a scene with clear-cut forest. To actually operate
autonomously, and to locate and collect logs, more complex environments need to be
analyzed. A summary of autonomous robots in cross-country terrain is [71], which
includes also military applications. There seems to be not many attempts to have
autonomous forwarders under full canopy.

There are multiple well-established frameworks and algorithms for autonomous
driving in urban environments [72], as well as localization and mapping in roads
and buildings [73]. Many of the solutions proposed in these areas have a strong
dependency on LiDAR scanners [74], among other sensors. In the field of forest
mapping and navigation, several researchers have utilized terrestrial laser scan (TLS)
to build point-cloud maps [75; 76; 77; 78; 79]. In some of these works [75; 77], data
are collected from fixed-positioned tripods to gain an understanding of how well
individual trees can be detected and their diameter at the breast height (DBH) can
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be registered. Other studies rely on mobile laser scanning (MLS) [76; 78; 79] to
simulate the operation of the harvester.

Navigating in a forest presents several inherent challenges owing to the complex-
ity and lack of structure in the environment [80]. A realistic forest harvesting process
involves constant obstructions from cut or fell branches and trunks and irregular mi-
crorelief and terrain. Furthermore, the movement of a harvester tends to be rotational
most of the time, with constant changes in orientation along the work cycle and very
slow translational motion or even with no movement at all while trees are being
cut. These particularities of forest navigation bring both advantages and disadvan-
tages to standard development of autonomous mobile robots: idle periods and slow
motion aid at realizing real-time operation and data processing, while fast rotations
hinder accurate matching of scan data (odometry) owing to a large variability in the
distance between near and far objects, and multiple similar objects in different direc-
tions. A small error in the orientation estimation can significantly affect the mapping
of trees that are farther away [76; 81].

This work focuses on the real-time localization of an autonomous forwarder unit,
a forestry vehicle that collects felled logs and hauls them to a local loading area.
The required transport distance is usually short, in the range of 100400 m, and hap-
pens along a rough-terrain track a forest harvester has previously made while per-
forming logging. To autonomously navigate in the forest, visual sensors present
significant challenges owing to the lack of a stable background from which con-
tours could be extracted, as well as demanding low-light and harsh weather condi-
tions [82]. Forest environments present difficult light conditions during winter and at
night, therefore we considered only the LiDAR technology. Nonetheless, it is worth
noting that visual-inertial odometry [41], and other methods for estimating structure
from motion [83], have seen significant advances over the past few years. For in-
stance, in [83] the authors report improvements in day-night recognition stability.
This work required long range up to 60 m for location and wide field of view, and we
have not tested any approach based on visual sensors.

3.1.2 LiDAR-Based Localization

Autonomous mobile robots meant to operate outdoors often rely on GNSS sensors
as the basic source of global localization data, and then integrate other sensor data
through sensor fusion techniques for local position estimation [74]. GNSS sensors
alone do not provide enough accuracy in urban or dense environments, with accuracy
often in the order of meters [84]. While GNSS sensors have increased their accuracy
in recent years, multiple challenges remain in environments with structures affecting
the signal path. In particular, GNSS signals are weak in forests, owing to the irregular
land contours and the coverage that tree foliage provides [85]. Therefore, we focus
on the design and development of localization methods that rely solely on LiDAR
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data, with GNSS providing only the initial position before entering the forest or
starting the autonomous operation. The following are the main approaches enabling
the estimation of the movement of a mobile robot based on LiDAR scans by either
comparing consecutive scans (hereinafter also called point clouds) or a given scan
with a global point cloud. We refer to comparing scans as scan matching:

Full scan matching. In SLAM algorithms, a necessary step previous to update
the map is to estimate the relative movement of the robot with respect to its last
known position. This is equivalent to finding a geometrical transformation between
the corresponding point clouds. One of the most widely utilized methods for calculat-
ing such transformation is the iterative closes point (ICP) algorithm [86; 87]. In ICP,
pairs of points between the two point clouds being compared are iteratively selected
until a transformation with acceptable pairing error distance is found. In this case the
acceptable error is chosen to be 0.6 m, which is 30% of the mean nearest neighbor
tree distance. The mean nearest neighbor distance is a dynamical entity (2.0 m in this
case), which can be observed from the global map in each case.

Several variants of the ICP algorithm are available through the open-source point
cloud library (PCL) [88]. Other popular methods include the perfect match (PM) [89],
or normal distribution transforms (NDT) [90] algorithms. Most of these algorithms
can be extended and utilized for map-based localization, where a global point cloud
is available and a given LiDAR scan is matched with only a subset of the global
map. However, in these cases, an estimation of the previous position is needed, since
otherwise a standard ICP routine could enter a global search phase, which is compu-
tationally much more costly due to convergence safeguards, etc. See e.g., [91] about
the intricacies of the guaranteed global convergence. Since our objective is to enable
global localization without complete dependence on previous states, we develop a
novel method that takes into account the geometry of the environment instead of
using the full point cloud.

Feature-based matching. Generic point cloud matching algorithms do not take
into account the structure of any potential features within the scans that are be-
ing compared. When the environment where robots operate has known structures,
feature-based scan matching can significantly enhance the accuracy of the matching
process [92; 93; 94]. Moreover, owing to the preprocessing step in which raw data is
transformed into features, the computational time required to calculate the transfor-
mation can be reduced. In this direction, Zhang et al. presented the LIDAR odometry
and mapping (LOAM) method [13], which assumes a structured environment where
planes and edges can be detected. Then, the transformation between two point clouds
can be estimated by aligning the planar and edge feature points from each of them.
Multiple algorithms have extended the original LOAM method for other types of
features. Among them, Shan et al. presented the ground-optimized Lego-Loam [14],
which delivers optimized real-time three-dimensional point cloud matching in small
scale embedded devices. While feature-based matching algorithms yield accurate re-
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sults, their applicability is limited in forests, with most methods focusing on urban or
indoor environments. In forests or other unstructured environments, edge and planar
features are either noisy or missing. In this work, we still rely on the state-of-the-art
Lego-Loam algorithm for building a map of the forest prior to the operation of the
robots. This process is done offline. However, we develop an alternative method for
localization because of our needs for real-time operation and global localization.

Geometrical matching methods. Geometry-based localization algorithms have
the potential to recognize the position in constant time, which is an attractive property
towards real-time localization with embedded processors. Geometrical methods are
often applied to graph-like structures to find geometric transformations that match
either the complete graph or a set of subgraphs. Thrun et al. developed the notions
of sparse extended information filters (SEIFs) which exploit the structure inherent
through the local web-like networks of features maps [95; 96]. In a similar direction,
Ulrich et al. proposed a global topological representation of places with object graphs
serving as local maps for place classification and place recognition [97; 98; 99].
Among the most relevant approaches to our work are place-recognition algorithms,
such as Bosse’s work on a keypoints similarities voting method in 2D and 3D LiDAR
data [100; 101; 102].

3.2 Delaunay Triangulation Based Localization

In this section we introduced the proposed localization algorithm. Figure 13 shows
an overview of our proposed method. The complete system takes as a sole input
the point cloud data from the 3D LiDAR, and outputs the position and orientation
estimation in the reference of the given global map. The system can be divided
into six steps as illustrated in Figure 14. The former two steps are done offline by
processing the point cloud data defining the global forest map. These steps have
a computational complexity that grows linearly with the number of LiDAR points
(first step) and with the number of trees in the map (second step). The latter four
steps are then done online on-board the harvester to estimate its position in real time.
The steps are:

1. Point-cloud trunk segmentation from the global map (offline).

2. Delaunay triangulation of the global map from the segmented trunk points
(offline).

3. Aggregation of 3D LiDAR scans into a local point cloud defining the robot’s
position (online).

4. Segmentation of trunks from the local point cloud (online).

5. Delaunay triangulation from the local segmented trunk points (online).
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Figure 13. System overview: sensor data is matched with a global map to produce a global
position estimation. Consecutive runs are independent.

6. Estimation of a geometrical transformation that matches the local Delaunay
triangulation with a subset.

A 2D Delaunay triangulation (DT) process [103] takes in a set of planar points
V' C R? and produces a triplet G = (V, E,T), where E C V? is a set of edges and
T C V3 is a set of triangles with the so called Delaunay property i.e., the circum-
scribed triangle associated with each triangle ¢ € 7" contains no points v € V others
than the three vertex points of the triangle ¢.

The first step in the proposed method takes a global point cloud PC,,, =
{Pi}i=1..n, C R3, representing the map of the forest, and produces a robust set of
trunk positions PCjunks = {P}i=1..n, C R2. The accuracy of these positions de-
pends on the accuracy of the LiDAR being utilized and the size of the trees, as they
are calculated as the Euclidean average of all LIDAR points defining a tree trunk.
Note that PCyynks is not a subset of PC),,,. The second step in our method then
subjects the horizontal plane projection PC,,), to the Delaunay triangularization
graph Grap = (Vinaps Emap, Tmap) for matching. As we mentioned earlier, both of
these steps happen offline before the robot is deployed, or whenever the robot gets a
global map update. A global map update only happens when the robot changes to a
new location, or enters an area from which it previously had no information.

The third, fourth and fifth steps, which happen online, cover the generation of
a local, real-time Delaunay triangulation of the trees within the field of view of the
robot. First, we accumulate and aggregate several raw point cloud scans from the 3D
LiDAR and generate a local point cloud PCj,.,; C R3. The aggregation relies on
real-time LiDAR odometry from LOAM [13]. Then, following the same procedure
as with the global map, we generate a robust two-dimensional set of trunk positions
Lirunks C R?. From the set of trunks, we can define the local DT graph Gioeqr =
(‘/locah Elocala Eocal)-

Finally, in the sixth step of the process we calculate a rigid body transformation
(also called Euclidean transformation or Euclidean isometry), defined by a rotation
f and a translation p;, between the local DT graph Gj...; and a subset of the global
DT graph Grgicn € Gimap- The transformation relates directly to the robot posi-
tion and orientation in the global map. Instead of matching large quantities of the
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3D point cloud, the proposed system seeks to match a triangularized representation
of the local data against a similar precomputed triangularized global representation.
The resulting process is computationally efficient and with a low memory demand.

The approach allows noise in the trunk detection in that the set of triangles that
we consider for matching are selected to be best matches (different sets at each loca-
tion), and the final transformation is averaged by this set.

In the rest of this section, we further describe the process outlined above and
delve into the details of the most critical steps. In general, the key idea is building a
unique 2D graph topology from the 3D point cloud map, and finding the best match
between local and global topology.

3.2.1 Trunk Point Cloud Segmentation

With a given map PC,,, of the forest, an essential step in the proposed method is
to extract the trunks points that define PClyn1s as a set of landmarks from PC,,qp,.
Compared to the other environmental features such as branch structures, forest floor
vegetation and the bushes in the forest, tree trunks are a natural choice as geomet-
ric features.

To segment the trunk points, the first step is extracting the trunk point cloud
PCrunks from the map point cloud PC},q,. We employ the Kd-Tree space partition-
ing structure to accelerate the neighborhood search [104], together with a Euclidean
Cluster to find the trunk point cloud [105]. Instead of focusing on finding every trunk
in the PC),q,),, we focus on extracting the most significant ones. We define the most
significant trunks in this work as those that show observational stability, i.e., they
can be assumed to be easy to observe by the robot in the near future locations. Thus,
we do not consider small trunks or bushes, which are not a worthwhile computa-
tional investment to locate and give them a landmark status. As a typical trunk is
an approximately vertical object, we assume that the point from a stable trunk has
a neighboring point located 2m above it. This naturally limits the detected trunks,
but allows the rest of the algorithm to proceed, since it is enough to get a number of
matches from the most prominent objects for the further triangle matches to succeed.
Another point is that the trunk detection scheme can be altered in a modular fashion
in the future.

As outlined in Algorithm 2, our objective extract all the tree points which are
above the ground from PC),,,. We traverse all points in the P}, and for each
point p; = (x4, ys, z;) € PClyqp we find the nearest neighbor of a hypothetical point
P, = p; + estn, where eg represents the vertical unit vector and ¢, = 2m above
the point p;. For all such points p; which do have other points above them, we set
the z-axis value to zero and add them to the set P;. This latter set thus contains
the projections of all the points belong to the tree into two dimensions. Following
this, we remove the branch points in F;. To do this, we traverse all points in P,
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1) Pre-processing : point cloud global trunk segmentation 2) Pre-processing : global DT graph generation

3) Local submap building 4) Local trunk segmentation

6) Geometrical transformation estimation

Search the similar Triangls
on the local DT graph and
global DT graph

Match the similar corresponding
Triangles vertices, estimate the
transltion and orientation between
local and global

Figure 14. Schematic representation of the proposed method to predict the transformation
between a local observation sub-map and the global map.

and find all the points p that have at least one other neighbor point at a distance less
than ¢ < 5cm. All points meeting the aforementioned condition are added to the
set PCYy. Then, we form Euclidean clusters (formed by close points) and drop the
clusters that have a size in points smaller than a threshold value cluster_threshold.
This value has been defined manually taking into account the existing knowledge
on the type of trees in the objective forest area. If larger or smaller trees of inter-
est are present in the forest, then this must be taken into account and the value of
cluster_threshold adjusted accordingly. Finally, we compute the mean p € R? of
the horizontal projections of the cluster points to represent a landmark trunk. These
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landmarks then compose the 2D trunk map My,nks. Figure 15 show the proposed
trunk point cloud segmentation result. Figure 15a shows the map to be processed,
Figure 15b shows the extracted point cloud after removing the ground point cloud
and branch point cloud from the input map. Figure 15c shows the final extracted
stable trunk point cloud after cluster processing.

Figure 15. Trunk point cloud segmentation approach. (a) The original point cloud map. (b)
The extracted trunk point cloud (blue and green) after removing ground and branch point
cloud (red). (¢) The final extracted trunk point cloud (green) after clustering process.

3.2.2 Gilobal Map DT Graph Generation

A DT has multiple beneficial properties for our problem setting [106], including the
fact that it maximizes the minimal angle at all the vertices of the triangulation. This
means that the noise in angular values is minimal in a noisy point set. A DT also
defines the so called natural neighborhood around a point (the point set connected to
a given point along the triangle edges), which solves the problem of setting the local
point cloud feature scope or number of neighbors in an intuitive way [103].

Our objective is to match the local trunk graph Gy, against a subset of the
global trunk graph map G/, and the prerequisite is that there exist some sets of
geometric structures that can be uniquely identified in both graphs, i.e., geometrically
similar structures such as triangles or sets of triangles that are defined utilizing the
trunks as vertices. From the trunk landmarks M, pis of the PC,,,, obtained as
described in Section 3.2.1, we get the Delaunay triangulation Myynks — Gmap =
(Vinap: Emap: Timap)-

3.2.3 Local Map and Point Cloud aggregation

In a dense forest environment, nearby trunks may be blocked from the LiDAR view.
This may result in not enough trunks which can be reliably observed also in the
future locations. Thus, in our case, we will employ the LOAM method, which builds
a local map from aggregating several consecutive observations. However, we will
also explore the direct construction using only one frame observation.
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Algorithm 2: Extracting trunks from the point cloud map.
Data: A 3D point cloud map PChap = {pi}i=1..nm
Result: Trunk segmentation point cloud PCyrynis = {Pj}j=1..n,,
2D Trunk map Mirynks = {Mk}kzl...nt
foreach p € PC,,,, do
SearchPoint : pgy, = (p.x, p.y, 0.2 + hen);
NearestPointSearch : ps, = nearestK Search(Pp,, psp) ;
ComputeDistance : distance(psp, Psn);
if distance < d_threshold then
‘ P, < p; // Add point to trunks point cloud;
end

end
oreach cluster € Clusters do

if Cluster.points.size() < cluster_threshold then
| Delete cluster from Clusters

by

else
p= meanyeCluster P 3
Mtrunks — ]3 ;
end
end

Both the construction of the ground truth map and the aggregation of consecutive
LiDAR frames rely on the LOAM method [13]. It operates as follows. Let P, =
{pi}ti=1..n represent a raw scanned point cloud received at time t. All these raw
point cloud’s are processed with the LOAM algorithm to build a local map based on
one scan or the aggregation of several consecutive scans. The LOAM algorithm is
a state-of-the-art feature-based LiDAR odometry algorithm. LOAM receives the 3D
point cloud from the LiDAR, and projects the point cloud onto a range image for
feature extraction. By calculating the curvature and some features from each row of
the range image, the registration process selects subsets P, and P, (edge and plane
points, respectively). Instead of comparing all the points, LOAM utilizes only those
two subsets to find a transformation between scans, and then a two-step Levenberg—
Marquardt optimization method is employed to optimize the six-degree-of-freedom
transformation across consecutive scans. The complete LIDAR odometry problem
gets solved with a speed of 1 Hz resulting the local map PCj,.,; with the computing
platform utilized in our experiments.

In this study, the local point cloud PCj..q; Was generated with one or several
scans by utilizing the estimated position from the LOAM method. The raw LiDAR
output frequency is 30 Hz, but not every scan from the LiDAR stream needs to be
used to calculate the robot odometry. To reduce the accumulation error and balance
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the computation burden, LOAM only considers those scans that the Euclidean dis-
tance between two observation positions is longer than a certain threshold distance
(e.g., 30 cm) or the angular change is larger than a certain threshold angle (e.g. 30°).
As the nearby trunks or objects may block a sector of the view, aggregating more
frames observation from consecutive positions helps to increase the number of the
stable trunks registered into the map PCjyeq;.

After we have obtained the local map PCj.q;, the next step is to generate the DT
graph Giocal = {Viocal, Elocals Tiocal }» just as with the global map. The methodology
explained in Section 3.2.1 applies in this case as well, but this time producing a local
map Ljoeqr, its 2D projected subset Lypynis and a local DT graph Gioeq;-

3.2.4 Local and Global DT Graph Matching

The DT graph obtained from the global point cloud map, G,,qp = (V, E,T), defines
a set V of vertices, a set £ C V2 of edgesand asetT' C V3. Each vertex represents
a trunk in the point cloud map. Edges establish a relation between a point and its
natural neighbors it is connected within the graph. For each local DT graph that we
obtain by aggregating consecutive LIDAR frames in real-time, our objective is to find
a matching subgraph for G in the graph G, We proceed as follows in order to
obtain such subgraphs.

Triangle search based on dissimilarity. A dissimilarity d(.,.) of two triangles
t1 and t5 has two properties: it is always positive, 0 < d(t1, t2), and zero in case of
identity, d(t1,t;) = 0. Typical triangle dissimilarities use an intermediate vector of
two descriptors, and some sort of norm between these vectors. For instance, in [107]
the authors utilize the ratio of the lengths of the shortest and longest edges, and the
angle between those edges. We utilize the intermediate vector (A, ) of a triangle ¢
with an area A and [ = L?, where L is the perimeter length. The vector components
have the dimensionality of area (in square meters). Then, the dissimilarity d(.,.) is
defined as: d(t1,t2) = |As — Ay|+|ls — 1]

To speed up the real-time matching process, all triangle perimeters and areas
of the global DT graph have been computed offline prior to the real-time matching
process. The information utilized by our algorithm while operating for real-time
localization is therefore not the raw global map but instead the global DT graph
that has been precomputed. In terms of comparing triangles based on the magnitude
of the difference of (A, 1) vectors, the triangles composed by peripheral points in
a graph are usually different because of fewer observed points, so only triangles
T'selectea Which not include a peripheral point in the local graph Gy, are selected.
Therefore, a set of candidate triangles {Teiectea} are selected and used to find a
matching subset in G,,,4p. From {Tcjecteq }, we build the corresponding graph.

There may exist multiple closely similar triangles Teqndidate in Gimgp to any spe-
cific selected triangle 7' € {Tejected} in Giocar- Thus, the next step is to compare the
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Figure 16. Semantic trunk triangulation on local and global map. (a) The target triangle Sy
with its neighbors S;, i = 1,2, 3. (b) All the similar triangles found in the local trunk map,
(¢) the corresponding triangles found in global trunk map.

neighboring triangles too. As we have excluded the peripheral triangles, the global
subset Gseiectea that will be the match of {Tscjectea} should also have three neighbor
triangles. The triangle neighborhood vote is performed using the same dissimilarity
measure. As we show in Figure 16, the triangle Sy is one of the selected triangles
So € Tselecteq in the local graph Gy,eq; and the three triangles .Sy, So, S5 are its neigh-
bors. A feature vector of the triangle Sy used in the match process is combined from
the intermediary dissimilarity vectors of the triangle Sy and its neighbors (called a
triangle star) according to Equation (1).

features(So) = [Ao, lo, A1, 11, Az, Iz, A3, 3] (1)

By comparing the features(Sy) of a triangle Sy to feature vectors in Tsejecteds
a set of matching triangles T¢undidqte meeting the error tolerance may be found. Af-
ter a pair of similar triangles (S, S)) € Tsciected X Teandidate € Glocal X Gmap are
found, the next step would be to estimate the position p; and the orientation ¢, which
matches Tseiectea With Giap.
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Calculation of corresponding vertex pairs. In order to describe the matching
process, we use the following notation. A triangle Sy = ABC consists of vertices A,
B and C, and an edge vector € = AB of an edge e = AB is oriented and signified
with its end points.

To solve the transformation parameters p; and ¢, we first need to find the corre-
spondence between vertices of triangle stars S = {S;}i—0.3 € Tseiecteq and S’ =
{S/}iz0.3 € Teandidate- The definition of a triangle star is easily seen from Fig-
ure 17a. As the figure shows, the vertex match between Tsejecteq aNd Tigndidate Can
be divided into three steps. The first step is illustrated in detail in Figure 17b. We then
find the first matching pair Sy = ABC € Tyelected and S, = MHN € Teandidate-
Through comparing the side lengths between two triangles, an edge BC' of the ABC'
can be selected so that there is an edge | N H| with similar length in the M HN, so
the remaining vertices A and M are a pair of corresponding vertices. For the second
step, the goal is to find the other corresponding vertices in ABC' and M HN. As Fig-
ure 17¢ shows, selecting one edge which has the vertex A as already known, and one
edge contains the vertex M in the AM H N, then we compute which side of the edge
the remaining vertices C' and H are located. This happens by inspecting the value
a € R of the following formula:

a=(CAxCB)-(HM x HN) 2)

If a > 0, the vertices C' and H are on the same side of the edge AB and edge
M N, otherwise the two vertices are on the opposite. In the case shown in Figure 17c,
the result is a < 0, so the vertex pairs are (C, M) and (B, H). The last step is to
match vertices in the triangle neighbors. Since we already know the correspondence
between triangles ABC and M HN, we just need to get which two vertices are in-
cluded in the neighboring triangles. For example, as we get the corresponding pairs
of vertices (A, M) and (B, H) from last two steps, the last vertices £ and () are a
match, too.

The match between vertices of two triangle sets is now complete. The match
relation is one-to-one, so it can be recorded as a permutation function: f : [1,6] C
N — [1,6] C N. This way each vertex V; € Tieecteq has a matching vertex Vi) €
Trandidate- Next we will use the permutation f while estimating the best possible
translation and rotation.

Rotation and translation estimation

By comparing the vertex orientations in the found two triangle sets S = {.S;};—0.3 €
Tsetectea a0d 8" = {S!}i—o. 3 € Teandidate, We can find a unifying 2D rigid body trans-
formation 7'[p;, 0] between the local sample and the global map. The transformation
T consists of a rotation of the angle 6 followed up with a translation p;.
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To calculate the transformation parameter p; we utilize the definitions in Equa-
tion (3), where the translation ?,, is the best possible one estimate, since it equates the
mean of two patterns. The angle 6 is defined by measuring how large a rotation is
needed to transform a vectors V; — V' to V]ﬁ(i) — V', where the V/ represents the mean
of Tsetecteq and V7 is the mean of the Tiopndidate-

There are six pairs ¢+ = 1...6 of vertices coupling Tseiecteds Tiocar aNd Teandidate
from Gqp, and six possible candidates 3; to be chosen as the final local rotation
#. We choose the value of 3; which fits the triangle patterns Tsejecteq and Tjocq; With
the least error. One important detail is arranging a signed angular measure between
two vectors. We use a rectangular rotation matrix P = ((1) *01) to get a positive
sign(Pa - b) for rotation angles, which move a vector a to a vector b. We omit
possible fit minimizing values in between the angles {3; };—1. ¢ because the objective
at this stage is to only have a close estimate and not the final position estimation.

Using a zeroth power as a shorthand when producing unit vectors a = a/||all,
we define counter-clockwise oriented angles [3;, which rotate vectors V; parallel to
vectors Vy;). Finally, we define approximate values for the translation p; and the
rotation # according to Equation (3).

V= mean V
VeTselected

—/

V= mean V'
V'E€Tcandidate
Y

pp=V =V

(3)
B8; = sign (P% : vf(i)) arccos (\/;0 : vﬁ(i)), i=1.6
) cos 3; —sin f; AT 1T
0= ?r%_nlnré]_;b Snf cosf {Vj — V} — [Vf(j) - V/}

Geometric verification, final translation and rotation estimation

From the Gjocq match against Gy, qp, usually multiple matches {(Sk, S;.) br=1..m be-
tween Tseecteq and Trandidate €an be found. Therefore, we need to select one among
m transformation candidates with rotation and translation parameters 6 and ¢5. This
final step is to find the best estimation between Gjocqs and Giy,gp. Let the corre-
sponding points of a match candidate be (Vjoeqar, Vingp)- Starting from the previously
computed initial guesses 6 and p;, we select the final solution from Equation (4).
Note that this does not ensure global convergence, and unexpected results might be
obtained. For instance, if the global map is too homogeneous, then different regions
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Figure 17. Semantic triangle matching process between local and global maps. (a) The
selected triangle Tsejected in Glocqr With candidate matched triangle Tqndidate iN Gimap-

(b) Find the first corresponding point A in Tyeecreq With its M in Tegpndidate by finding the
similar featured side length. (c¢) Find the rest points B, C' and its corresponding points H, IN.
(d) Find the corresponding neighbor points E, D, F' and its corresponding points @, R, T'.

might have sets of trees that yield similar local maps. The risk for this can be re-
duced by taking into account the previous locations, or accumulating larger local
maps until the matching gives a single matched subgraph from the global map with
low error. Another risk is that not enough trees might be detected, which could again
result in multiple global subgraphs matching with similar error. Finally, if the map
is too large then multiple positions could also yield similar error. This latter scenario
can be avoided by creating a set of smaller (non-disjoint) maps from the global map.
Through our experiments, nonetheless, we have been able to confirm stable position
estimation when enough consecutive LiIDAR scans were aggregated.

cosfB —sinf =
(0,te,ty) = args 4, 4, rﬁréin Z sinf3  cosfB y {V}T—Vf:@)} , 4

Se =m0 0 1

yEDy

where m is the number of local matches, § € B = [min 0=y m>Mmax 9jj:1...m] C
R goes through the scope occurring in the local rotation angles and = goes through
a similar scope of D, occurring in translations along the x axis. D, is defined cor-
respondingly on the y axis. Note that both Equations (3) and (4) require the vertices
to be in a homogeneous form V' — [V 1]. The local start point is (x¢, yo) with an
orientation of f, and the final estimation of the robot position is (¢ + t5, yo + ty)
with an orientation 6 in the global map.
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Figure 18. Number of trunks observed for different number of consecutive aggregated
frames of LiDAR data.

3.3 Experimental Evaluation

This section presents our experimental results. We analyze the performance of our
method from the point of view of the trunk segmentation as well as the DT matching
between the local graph and a subset of the global graph.

3.3.1 Study Area & Hardware

The study area covers one mature pine stand ready for second thinning, which rep-
resents a typical second thinning Finnish forest. This second thinning increased the
mean distance of trees from 4.4 m to approximately 8 m judging by a before and after
point cloud maps. The location of the study area is illustrated in Figure 20. The ter-
rain profile was mostly flat, the maximum height difference over the site was 8 m
on the covered area of approximately 200m by 300 m. The overall trail length is
approximately 200 m covering roughly 2200 trees.

The mobile platform was a Komatsu Forest 931.1 forest harvester with a GNSS
unit and the LiDAR unit attached to the top of the cabin. The harvester has physical
dimensions (length, width, height) of 7.6 m by 2.9 m by 3.9 m, and its mass is 19,610
kg.The maximum driving speed is 8 km/h off-road and 25 km/h on road.

The on-board LiDAR is Velodyne-16, a 16 channel LiDAR with 3 cm distance
accuracy, 360°horizontal field of view, 30°vertical field of view with £15° up and
down, 5-20Hz scanning frequency and 100 m scan range. As Figure 21 shows,
the LiDAR unit is fixed on the front of the harvester with a 210°horizontal view.
The harvester has a folding frame, which means the point cloud frames scanned have
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Figure 19. Number of trunks matched between Gocq1 and Goy,q) for different number of
consecutive aggregated frames of LiDAR data.
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Figure 20. (a) The test site in Lieksa, Eastern Finland. (b) The forest canopy map from
Google maps. (¢) Point cloud map of the study area.

constantly alternating horizontal orientation during the work cycle.
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(a) (b)

Figure 21. Sensor and harvester platform. (a) Komatsu Forest 931.1 forest harvester. The
LiDAR scanner is marked by a red circle in the front of the windshield of the cabin. (b) A
close-up of the LiDAR scanner.

The GNSS data was recorded by Spectra SP60 GNSS unit. This unit fully uti-
lized all six GNSS systems: GPS, GLONASS, BeiDou, Galileo, QZSS and SBAS.
In SBAS (WAAS/EGNOS/MSAS/GAGAN) mode, the horizontal position error smaller
than 50 cm, and the vertical error is smaller than 85 cm. In differential GNSS mode,
the accuracy is able to reach 25cm in horizontal and 50 cm in vertical accuracy.
In Real-Time Kinematic position (RTK) mode, the accuracy can reach 8 mm in hori-
zontal and 15 mm in vertical accuracy. Nonetheless, these values are not achievable
under dense foliage in a forest environment. Regarding the computing platform,
the proposed methods have been tested on an Intel Core i7-9700K CPU (8 cores,
up to 3.60 GHz), and 16 GB of RAM. The GPU was not utilized for the implemen-
tation of any of the algorithms involved in the localization process introduced in
this work.

This study concerns the development of a localization algorithm for a forwarder
unit to use a tree map during autonomous navigation under potentially heavy canopy.
For that purpose, the forwarder scans were simulated from the existing LiDAR pro-
duced by a forest harvester. The harvester fells trees and a sector of the view is
constantly obstructed by a tree being processed. Effects of this disappear when the
initial tree map is being constructed using normal SLAM procedures. This study
concerns the utility of the local scans done by a forwarder to be used in comparison
to the existing map.

3.3.2 Trunk Segmentation Performance

Figure 18 shows the number of trunks that can be observed from a single LiDAR
scan, and when aggregating three, five or ten consecutive frames. Figrue 19 shows
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Table 6. Number of trunks detected and success match for different number of consecutive
aggregated frames (average number of trunks matched per scan and total ratio of successful
matches).

#Frames #Trunks Average #Matching Triangles Success Rate

1 54.09 1.71 22.89%
3 122.98 4.97 88.79%
5 139.54 10.22 99.28%
10 133.96 14.37 100%

the number of features matched between Gioeqr and Gy, for different number of
consecutive aggregated frames. In Table 6 we show the average number of trunks
observed, as well as the average number of trunks that can be matched with the global
map after generating the DT graph. We also include the overall matching success
rate, which is defined as the number of local DT graphs that have been successfully
matched with the corresponding subsets of the global DT graph. From individual
LiDAR frames, we were only able to obtain an average of 54.09 valid trunks in total.
When aggregating consecutive scans, we were able to obtain approximately a twofold
increase in the number of detected trunks, and a tenfold increase in the number of
matched trunks. The number of aggregated frames thus has a significant quantitative
impact on the performance of our algorithm with a difference of up to an order of
magnitude in the number of matched trunks. As the number of trunks and their
positions determines the appearance of the local DT graph, this will directly affect the
number of features detected by our descriptor. The number of trunks observed is the
key factor influencing the overall results of our algorithm. From Table 6 we can see
the relationship between the DT matching success and the number of trunks. With a
single frame observation, only an average 1.71 trunks are successfully matched; with
three aggregated frames, there are in average 4.97 trunks matched; with 5 and 10
aggregated frames, there are more than 10 trunks in average that our algorithm can
match with the global map, taking the overall DT match success rate to 100% in the
latter case.

3.3.3 Computational Time and Accuracy

The key matching process is based on the calculation and matching of the Delaunay
triangulations, which is in turn based on the aggregation of 1, 3, 5 or 10 LiDAR
frames. These four possibilities with a varying number of aggregated frames are la-
beled as C1, C3, C5 and C10 in Figure 22. The aggregation of frames adds complex-
ity and requires computing time both in the local map creation phase (black line) and
the similarity matching time (blue line). We can see that the rotational location error
significantly improves when aggregating more frames. The computing time of the
match process grows approximately in terms of O(A2), where A, is the angular ac-

50



Accurate Localization in Large-scale Forest Environments

curacy achieved by different choices C1, C3, C5, C10. In summary, the computation
time is about 0.1 seconds for a single frame (C1) and 0.6 seconds when aggregating
10 frames (C10).

To test our pose estimation accuracy, we used the original LOAM position as
the ground truth. Figure 22 depicts only the rotational error, since the translation
error was approx. 0.2 m with a standard deviation of 0.14 m in all cases. It is worth
noting that the rotational error is not cumulative, since the match between the local
and global DT graphs is being done separately and independently at each location.
The previous location is only used as the initial state. The maximum occurred trans-
lation error was approx. 0.5 m and the maximum rotation error 3.23°, both for the
C1 scenario.

We can also see that the match time is relatively stable in the C1-C5 scenar-
ios. The local map creation time (aggregation of frames) stabilizes as the number
of frames increases, owing to the stabilization in the number of trees that can be
observed. The segmentation algorithm is implemented in C++, while the matching
process is implemented in Python.

Accuracy vs. computing speed
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03 match time |
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Figure 22. Dependency of the rotational accuracy and computation time on the choice of
the number of aggregated frames. Both the local map creation time (black) and the
similarity matching time (blue) are depicted. Number of frames ranges from 1 to 10 (C1, C3,
C5, C10). Ellipses represent the 2 s.t.d. of the measurements. A,. is the angular accuracy
achieved by different choices C1, C3, C5, C10.
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3.4 Discussion

An application topic of the proposed navigation system is an automated transport
robot, which moves logs from the forest to the collection road. Since work happens in
two phases, where a forest harvester produces stripping roads and fells trees, and the
collection phase, a robot can assume to have the global map built by the harvester,
which is not necessarily autonomous. This way its task is just to orientate itself
along the strip road. A challenge arises from the high utility load of the transfer
robot, which can be up to 8000 kg. A transfer robot may not have an as big capacity,
but the ability to locate itself, and to detect possible stability risks is a requirement.

In addition, a transfer robot moves faster than the harvester going through its
work cycle. A good estimate in rough terrain is 1.0 m/s. Thus, a fast and accurate
odometric computation is essential.

3.4.1 Topology Mapping

In this work, the forest trunk topology map is generated from the previous LiDAR
data by the harvester. There are also two alternative ways to generate the global map:
a large-scale (e.g., nationwide) digital forest inventory, or an aerial laser scan (ALS)
from a drone working as an autonomous team member of the harvester and the robot
carrier. Compared to the point cloud map, the topology map has the potential to do
fast localization and dynamic update without much computation burden and makes
a three actor teams (harvester-drone-robot) an interesting target of further study.

Even the data utilized in our experiments were gathered in a relatively flat forest
stand (approximately 8 m height difference across the site), the proposed approach
does not make any assumptions regarding the inclination of the terrain, but instead
we assume that trees grow relatively upright. This is because the tree stem detection
is aware of the vertical orientation independent of the dominant terrain orientation.
There are only few relatively simple modifications to the presented algorithm, where
the triangle matches and triangle stars would be defined in actual 3D. The actual ef-
fect of topographic features has to do with the reduced scope of the LiDAR scanning.
This could be alleviated by an aided UAV unit, but our first approach is studying the
usability of the tree maps in relatively benign conditions.

3.4.2 Potential Accuracy Improvements

As illustrated in Figure 13, each location operation is independent, except naturally
each step will be initialized by the previous location to gain advantage in the corre-
sponding search operation. In addition, one can reduce the number of localizations
e.g., by assuming an interpolated movement in between sampled positions. Since
this is a registration task, there is no actual error accumulation per se. The location
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accuracy and computation time are tightly related as seen in Figure 22.

From the experiments, we can see that the number of trunks detected in each
observation significantly influence the result of the success matching ratio. In our
method, due to the LiDAR sensor characteristic, far trunks are unable to be recog-
nized because of too few LiDAR points sampled from the appearance. Therefore, we
can employ other sensors producing photogrammetric point clouds which can obtain
more detail of the trunk appearance, which lets the system get more capability to
recognize the trunks from PC.

Another significant source of error can be found in the trunk position estima-
tion process. In our method, the G,qp and Giocqr are generated from the segmented
trunks points in PC},,4, and PCj,.q; by calculating the average coordinate of points.
However, it is impossible to get each individual trunk whole appearance observation
with several consecutive LiDAR observations. As the observation in different posi-
tions will get different point cloud data of different sides of the trunk, the estimation
pose of the trunk will be different in each local graph. However, the global graph has
a more accurate trunks position as more details of each trunk collect from different
sensors and different views, so the more accurate trunk position estimation in the
local map can increase the chance of successful matching between local graphs and
global graph. To reach a more robust system, we also can utilize other sensors like a
camera through sensor fusion to get more details about each individual trunk.

3.4.3 Potential Computational Improvements

We proposed an efficient, robust framework to locate the robot harvester in large
area forest and we tested it on a real harvester. In our case, the GNSS/GPS info is
not taken into account. The location accuracy is approx. 0.3 m from consequential
field measurements and approx. 2m when comparing to general odometric result.
This accuracy is enough to give a robot an initial position, and this can accelerate the
matching process by conveniently initializing the search with a close match. For a
real application, the GNSS also can help decide which global point cloud map it will
access from the cloud server for the localization.

The local Delaunay triangularization generating the local trunk map 7j,.,; can be
implemented in a radius-limited way by using the S-Hull method [108], which limits
the size n of the computational task with the well-established complexity O(n logn).
A selection of an active subset of triangles can be made in the global map 7, based
on the previous localization result. Together these improvements have the potential
to make the matching process much faster.

There is a possibility to speed the convergence of the search of the final transfor-
mation in Equation (4) by using a branch-and-bound algorithm [109] with properly
set estimates for local extreme. This possibility is left for future research.

All in all, the C1-C5 cases are applicable to the intended situation where the
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robot moves at approx. 1 m/s and has a sampling rate 2 scans/sec. The case C10 is
within the reach after implementing the above-mentioned improvements.

3.5 Summary and conclusions

In this chapter, we proposed a simple yet effective segmentation-based approach
to detect trunk position and Delaunay triangulation (DT) graph-based localization
method for autonomous robots navigating in a forest environment. The proposed
methods can provide accurate positioning based only on real-time LiDAR data pro-
cessing in the unstructured and relatively complex environments that forests repre-
sent. The proposed method can be utilized for harvesters or other autonomous robots
enabling fast global localization and recognizing individual trunks in real-time.

The experiments show the proposed method reach accurate global localization
precision without a good initial pose or GNSS signal. The proposed method is simple
and efficient, and it is a sensible solution to meet localization needs of harvesting
operations in the forest. In future work, we plan to explore the forest localization
algorithm in the context of significantly larger forests and to apply the proposed
method at a system level for map updating or within the SLAM stack. Gathering
more data, we will also be able to further analyze the performance of our algorithm
when the sensors have different points of view, or when the global map is gathered in
different conditions than the real-time LiDAR data of the forwarder, such as different
vehicles or sensor settings.
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4 Multi-Sensor Fusion for Accurate
Localization in Urban Environment

In dense urban environments, accurate localization is a paramount aspect of a robot’s
autonomous operation [110; 44]. However, smaller pathways restrict robot move-
ment, while dynamic environments require continuous adaptation to unpredictable
changes, posing significant technical challenges for autonomous navigation and map-
ping [45]. In addition, the robot mission often adds accuracy requirements, such as
in autonomous post delivery [111]. Camera and LiDAR-based perception systems
are extensively used in autonomous navigation and operation in urban environments.
While camera data captures visual details such as colors, textures, and shapes, offer-
ing more semantic and qualitative information [112; 113], LIDAR measurements are
more accurate and provide precise geometric descriptions of objects, including their
shape, size, and distance from the sensor [114].

The objective of this chapter is to analyze and compare different approaches for
vehicle localization estimation while focusing on developing a sensor fusion tech-
nique for precise localization in dense urban environment. Additionally, this research
aims to propose a strategy for reconstructing a section of a local map in scenarios
where data corruption or substantial environmental modifications have occurred.

4.1 SLAM and Autonomous Driving Vehicle

The past decade has seen a boost in the development of autonomous vehicles for
civilian use. Google started the development of its self-driving technology for cars
in 2009 [115], and since then a myriad of industry leaders [116; 117], start-ups [118],
and academic researchers [119] have joined the race in the technology sector, a race
to make everything autonomous. In any mobile robot or vehicle, SLAM algorithms
are an essential and crucial aspect of autonomous navigation [120; 44].

Autonomous robots or self-driving cars will potentially disrupt the logistics in-
dustry worldwide [121]. Autonomous trucks or autonomous cargo vessels are al-
ready in advanced stages of development and might be seen in operation within the
next five or ten years [122]. However, both technological and legal challenges remain
within the so called “last-mile” delivery [123]. Last-mile refers to the last step in the
delivery of goods from a local logistics or supply center to the clients’ door. In this
chapter, we utilize data gathered using a small delivery robot from Jingdong, one of
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the top two e-commerce platform and B2C online retailer in China.

The development of simultaneous localization and mapping (SLAM) algorithms
has seen a rapid evolution over the past two decades [13; 124]. In SLAM algo-
rithms, information from a wide range of sensors can be used to map the environment
and localize the vehicle or robot in real time. These include inertial measurement
units, monocular or binocular cameras, GNSS sensors, LiDARSs, ultrasonic sensors
or radars, or wheel encoders [125]. Detailed 3D maps in the form of point clouds can
be generated, for instance, from 3D LiDARs or with stereo vision [114]. We focus
on the study and comparison of different localization methods for a small delivery
robot in dense urban environments. In these scenarios, an existing map of the oper-
ating environment is obtained in advance and either pre-loaded or accessible by the
autonomous robot. The map is used in order to obtain more accurate localization by
matching each scan with a certain area of the map in real-time [126; 44].

The local motion of a robot or vehicle can be estimated directly by integrat-
ing data from inertial measurement units, including accelerometers, gyroscopes and
compasses. Alternatively, different odometry methods can be applied based on non-
inertial sensors. Visual odometry algorithms utilize feature extraction and tracking,
while LiDAR-based odometry uses mostly geometric information [13; 124]. Iner-
tial measurement units can be easily combined with wheel encoders. Differential
GNSS measurements also provide accurate local motion estimation [127]. Global
localization can be estimated either with GNSS data, or by comparing sensor data
with predefined maps or information gathered a priori. For instance, different meth-
ods exist to match a LiDAR scan with section of a 3D point cloud that defines a
map of the operational area [126; 44]. Over the past decades, researchers from both
industry and academia have been exploring the utilization of these methods and their
combinations to obtain accurate mapping and localization. More concretely, scholars
often refer to the combination of different sensor data as sensor fusion or data fusion.
In this chapter, we compare different techniques and provide arguments on the best
sensor fusion techniques for a small delivery robot for last-mile delivery.

The algorithms, analysis and results presented in this chapter were mostly devel-
oped during the JD Digital (JDD) Globalization Challenge Competition in “Multi-
sensor fusion localization for autonomous driving”. The challenge was a global com-
petition, with 4 classification divisions depending on the geographical location of
the team. Our team ranked first in the US division semi-final and qualified for the
global final in Beijing, China, where the four semi-final winners competed for the
first prize. The available sensor data during the competition was GNSS and gyro-
scope data, wheel odometry and the output from a 16-channel 3D LiDAR. A map
of the area was given as a 3D point cloud. Multiple datasets exist to test and bench-
mark different localization algorithms. However, the most accurate algorithms are
obtained through fine tuning and parameters specific for the dataset, with different
parameters being potentially necessary to achieve the optimal accuracy in a different

56



Multi-Sensor Fusion for Accurate Localization in Urban Environment

Figure 23. Illustration of the matching process between the pre-acquired map (red) and
current LiDAR scan (green-blue).

sensor or environment setup [128]. Therefore, in this chapter we have utilized the
data provided as part of the JDD competition as it was gathered from the sensors
on-board the vehicle in order to compare a variety of methods. This ensures that our
algorithms can be implemented on the same robot without a significant impact to
performance.

4.2 JDD Dataset and Challenge

In this section, we describe the dataset that we have utilized and the different local-
ization approaches. We also introduce a strategy for situations where the existing
map data is corrupted, outdated, or part of the data is missing.

The data utilized in this chapter was provided as part of the JD Discovery Global
Digitalization Challenge from December 2018 to January 2019. The data was gath-
ered using JD’s autonomous last-mile delivery robot. The data includes: (1) GNSS
directional and positional data referenced in the World Geodetic System (WGS84)
format; (2) LiDAR data as a 3D point cloud; (3) raw accelerometer and gyroscope
data; and (4) wheel speed meter. Ground truth data is provided as well. The output
of the 3D LiDAR is given at 10 Hz, IMU data is acquired at 100 Hz and GNSS data
is updated at 5 Hz. In addition, a map of the objective operation area is given. The
map represented as a point cloud is shown in red in Fig. 23. The dataset contains
sensor data recorded in an 800-second long closed loop movement.
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Figure 24. Corrupted map reconstruction: On the top, a map with noise added in some
areas to simulate corrupted data. In the bottom, one of the two corrupted sections of the map
has been restored using GNSS, IMU, and LiDAR odometry.

In order to both read and process data, ROS has been utilized. ROS (Robot
Operating system) is an open source operating system for robots, which provides
a publish-subscribe communication framework that allows for rapid development of
distributed robotic systems [129]. ROS provides algorithm reuse support for robot re-
search and development, as well as abstraction of data models for easier integration
of different modules. PCL (Point Cloud Library) is a cross-platform open source
C++ library, which implements common algorithms and data structures of point

58



Multi-Sensor Fusion for Accurate Localization in Urban Environment

clouds [130]. It can realize point cloud acquisition, filtering, segmentation, regis-
tration, retrieval, feature extraction, recognition, tracking, surface reconstruction, vi-
sualization and so on. If OpenCV is the crystallization of 2D visual data acquisition
and processing, PCL has the same position in the 3D geometrical data domain.

4.3 Localization Methods

Based on the available sensor data, we have utilized five different approaches to
estimate the vehicle’s localization. In each approach, we use a different combination
of sensors and describe how the robot position is calculated based on their data.

4.3.1 GNSS-based localization

One of the most traditional methods for outdoor robot localization is to use a global
navigation satellite system. In this case, data from multiple satellite constellations
was available and used for increase accuracy. GNSS data error are mostly caused
by the atmospheric conditions and multi-path interference. The effect of the envi-
ronment in a larger scale and the atmospheric conditions can be minimized using
differential GNSS readings, and assuming that the real-time error is equivalent to
the error obtained in a near known location with which the system is synchronized.
However, in this work we have not relied on differential GNSS.

4.3.2 GNSS+IMU Localization

We can easily combine GNSS data with inertial data, including both accelerometer
and accuracy. As differential GNSS has not been implemented in this case, instead,
the results labelled as "IMU” utilize the IMU readings for local motion estimation,
and the GNSS reading for an initial global estimation and estimations when the robot
movement is almost zero for a prolonged period of time.

4.3.3 LiDAR Odometry

Zhang et al. introduced LiDAR odometry as an alternative to the more classical vi-
sual odometry techniques [13]. As with many odometry approaches, features are
extracted from data and compared within consecutive frames, or scans in the case
of a LiDAR. Features extracted from LiDAR data are usually based on geometrical
aspects. These include corners and surfaces, for instance. Because LiDARs are able
to provide high accuracy distance measurements even for objects far away from the
sensors, LiDAR-based odometry is able to provide higher accuracy than visual-based
odometry in open space situations with clearly differentiated objects. An implemen-
tation based on Zhang’s algorithm has been used in this case.
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4.3.4 NDT-Based Localization (NDT+)

The NDT algorithm is a kind of registration algorithm that uses the existing high-
precision point cloud map and real-time 3D LiDAR point cloud data to achieve high-
precision localization.

NDT algorithm does not directly compare the distance between points in point
clouds map and points in LiDAR point clouds. First, the NDT algorithm will trans-
form the point cloud map into the normal distribution in three-dimensional space.

If a variable X is normal distribution X ~ (u, ), then it can be described as:

1 —(z=w?

= 6\/%6 262 5

where 1 is the mean of the variable distribution and 2 is the variance. For a
multivariate normal distribution, its probability density function can be expressed as:

/()

(&) = B e L D) ©)
(2m)* [

Where & represents the mean vector, k is the variable amount, and Y represents
the covariance matrix.

The first step of the NDT algorithm is to divide the point cloud into a 3D grid
coordinate. For each cell, the probability distribution function(PDF) is calculated
based on the points distribution density in the grid.

1 m
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Where y;. = y1, Y2, Y3, ---, Ym denotes all LIDAR points in a grid. j and o repre-
sent the average position and covariance matrix of the points in a grid.Then the PDF
can be expressed as:

F(@) = ———— e AT D ©)
(2m)2 /o]

We use the normal distribution to represent the discrete points of each grid. Each
probability density function can be considered as an approximation of a local surface.
It not only describes the location of the surface in space but also contains information
about the direction and smoothness of the surface.

After calculated the PDF of each grid, then our goal is to find the best trans-
formation. The LiDAR point cloud set is X = 27,73, ..., Z,, and the parameter
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of transformation is p. The spatial transformation function 7'(p, «},) represents us-
ing transformation ' to move point 2, combined with the previous calculated state
density function(the PDF of each grid), so the best transformation p’ should be the
transformation of maximum likelihood function:

n
Likelihood : 6 = ] f(T (P, %))
k=1
And the maximum likelihood is equivalent to minimum negative logarithmic likeli-
hood:

—logf = = log f(T(p, %))
k=1

The task now becomes to minimize the negative logarithmic likelihood by using
an optimization algorithm to adjust the transformation parameter p. We can use the
Gaussian Newton method to optimize the parameters.

The main problem of the NDT approach is its stability when used standalone.
As indicated by the authors of previous works, NDT alone has the disadvantage of
being unstable depending on the scenario [131]. Therefore, we utilize GNSS data
for setting the initial position as well as resetting the NDT localization method when
a sudden change in position or orientation estimation is detected. In the results, we
refer to this method as NDT+, and a close implementation to the one provided in the
existing NDT method has been used [131].

4.3.5 NDT+IMU Localization (NDT++)

The final localization utilized in our experiments consisted on integrating the IMU
data into the NDT+ method described above that uses LIDAR and GNSS data. With
this approach, we have been able to eradicate the instabilities of the NDT+ method
and increase its accuracy.

The algorithm workflow is as follows: first, on system start-up or reset, GNSS
data is used in order to obtain an initial estimation of the robot’s location. This es-
timation can be utilized in order to reduce the area of the map in which the NDT
matching will be looked for. Second, when the robot starts moving, an unscented
Kalman filter that uses IMU data as input serves as an estimation between LiDAR
scans. The Kalman filter output is then feeded to the NDT algorithm for scan match-
ing with the predefined map. The GNSS data is still used to avoid instabilities, even
though we have not detected any in the dataset utilized.

The NDT+ and NDT++ approaches have an additional benefit over the LIDAR
odometry method. In autonomous robots moving in an urban environment, it is essen-
tial to react on time to obstacles and to have localization information as frequently
as possible. A LiDAR-only approach has the disadvantage of receiving sensor up-
dates at only 10Hz in this case. With IMU readings having a refresh rate of 100Hz,
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Table 7. Localization error mean and standard deviation

Hrot. Orot Mz Oz /’LZI Uy
GNSS 152 0.79 -0.46 022 107* 0.18
IMU -124 062 N/A N/A N/A N/A

LOAM -0.50 1.88 040 049 0.10 0.49
NDT+ 0.03 087 -0.02 151 -0.05 1.13
NDT++ 102 0.31 -0.01 0.10 -0.05 0.10

the IMU can be utilized to obtain local movement estimation between LiDAR scan
matches using the NDT approach. This minimizes the possibilities of instabilities in
the NDT algorithm as the matching possibilities are reduced and the goal of the algo-
rithm partly shifts from coarse localization to increasing the accuracy of IMU-based
movement estimation.

4.4 Corrupted Map Reconstruction

In an urban scenario, it is impractical to propose a localization method that has a
high dependency on the existence of an accurate map of the operational area without
a strategy for operating in case the map data is corrupted or outdated. In Fig. 24, we
show the map of the operation area (on the left, in black and white), with two areas
where the data has either been removed completely or noise has been added to render
the NDT algorithm unusable. When the robot approaches these areas, we are able to
detect them by monitoring the difference between the NDT localization and GNSS
and IMU positioning. When part of the map cannot be matched with current scans,
we utilize LiDAR odometry and mapping in order to rebuild the corrupted or missing
data. The result of this process is shown on the right side of Fig. 24, where one of
the corrupted map areas has been restored in real-time while the robot was travelling
through it using LIDAR odometry and mapping. Even though it is not visible in the
image, there is a relatively small mismatch in the map in the area where the robot
emerges again into a mapped environment.

4.5 Experiment and Results

We have applied the five approaches proposed to the given dataset. The results show-
ing the translational and rotational localization and orientation error are shown in
Fig. 25b and Fig. 25a, respectively. In these figures, the NDT++ method shows a
stable and very small error though time, both in position and rotation estimation.
The NDT+ without taking into account inertial data shows a larger error but, more
importantly, shows several instabilities that are corrected from the GNSS data.

In order to be able to compare in more detail the different methods, and to see
whether there exist some background error or drifting, we show the variability of
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(b) Translation errors of the proposed approaches over time.

Figure 25. Rotational and Translation errors of the proposed approaches.

63



Qingqing Li

the localization error though two sets of boxplots in Fig. 26a and Fig. 26b. The
specific values are also listed in Table 7. We have omitted the location errors of stan-
dalone IMU motion estimation as the error is significantly higher than the proposed
approaches. However, inertial data is still valuable for local movement estimation
and for orientation estimation.

The translational errors are shown in Fig. 26a, where the red boxes show the
error in the x coordinate, and the blue boxes refer to the y coordinate error. We have
separated the error because in some cases the error mean differs between them. That
is the case of the GNSS data, which due to atmospheric or environmental conditions
shows a steady negative drift in the = direction. If consistent through large periods
of time, it can be assumed that it is due to a sensing error in the device itself, or
to environment conditions such a specific multi-path occurring in the operating area.
Therefore, this value can be utilized to decrease the sensing error in real time during
operation. In order to have a deeper understanding of the distribution of the GNSS
error, we show the histogram of the three errors (two translational, one rotational) in
Fig. 27. Only the error in the y direction has a mean of 0, while the distribution of
the z error is symmetrical and narrow. Therefore, it is possible to fix the drift while
keeping the same variance for both components of the translational error. In the case
of the rotational error, it is more complex to correct even though the distribution is
still symmetric.

From Fig. 26a and Fig. 26b we can see that the most stable methods are NDT++
and GNSS, with the NDT+ method providing accurate results for rotation estima-
tion. However, the NDT+ is highly unstable for position estimation, with the highest
variance of all presented approaches. In position estimation, all approaches have a
relatively small error after 800 seconds of movement, except for the LOAM method,
which error drifts away from O towards the end of the available data set. Similarly,
the IMU constantly drifts in terms of orientation estimation but it provides a more
stable measurement than LOAM, NDT+ or GNSS.

In summary, LiDAR scan matching with a 3D map provides the highest accuracy
for localization, both in terms of position and orientation. Nonetheless, it is essential
to take into account other sensor data in order to implement a more robust approach
that is less prone to instabilities and depends less on the operational environment.
GNSS and inertial data are essential for increasing the localization accuracy but also
for minimizing the possibilities of unexpected behaviour in the algorithm.

4.6 Summary and Conclusion

Accurate localization in dense urban areas is paramount in order to solve the au-
tonomous last-mile delivery problem. Nonetheless, it still presents important chal-
lenges. We have explored the possibilities for localization in a city environment
using 3D LiDAR data complemented with GNSS and inertial data using a delivery
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(b) Boxplots of rotational errors for the different approaches in degrees.

Figure 26. Boxplots of rotational and translational errors with selected localization
methods.
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Figure 27. Distribution of GNSS signal errors in position (X, Y) and orientation (Yaw).

robot from JD. We have shown the accuracy of different approaches, assuming that a
map of the operation area is given in the form of a point cloud. In addition, we have
presented a strategy for situations where the map might be corrupted or the scenario
might have undergone significant changes that rendered the map outdated. We have
shown that 3D scan matching is the best approach for localization when properly
complimented with IMU data within an unscented Kalman filter, and GNSS data.

66



5 Robust Multi-Modal
Multi-LiDAR-Inertial Odometry and
Mapping

Multiple studies in the literature have concentrated on enhancing LiDAR maps by
integrating point clouds from multiple LiDAR sensors, aiming to improve the sit-
uational awareness capability [35; 40; 8; 10]. However, the low frame publishing
frequency of typical LiDARs (e.g., 10 Hz) can hinder an accurate 6-DOF pose esti-
mation in multi-LiDAR systems. Therefore, IMUs have been widely used in state-of-
the-art SLAM systems [41; 16], due to their ability to measure acceleration and angu-
lar velocity at a high frequency (e.g., 200 Hz) in three-dimensional space. Nonethe-
less, there remains a lack of methods that can effectively exploit multi-LiDAR iner-
tial systems for odometry estimations.

This chapter aim to improve the robustness of the SLAM system and introduce a
novel tightly-coupled multi-modal multi-LiDAR-inertial odometry and mapping sys-
tem, which takes advantage of both the large horizontal FoV from a spinning LiDAR
and the dense measurements from a solid-state LiDAR as Table 8 shows. The pro-
posed system first performs spatial-temporal calibration to align the timestamp and
calibrate the extrinsic parameters between sensors. Then, we extract two group fea-
ture points, edge and planar points, from LiDAR data. Next, with pre-integrated IMU
data, an un-distortion module is employed on LiDAR point cloud data. Finally, the
un-distorted point cloud is merged into one point cloud and sent to sliding window
based optimization module.

This proposed method, to the best of our knowledge, is the first multi-LiDAR-
inertial SLAM system able to effectively integrate multiple modal LiDAR sensors
with heterogeneous scan modalities within a single estimation and optimization frame-
work. This work is inspired by the limitations found in state-of-the-art algorithms for
different LiDAR sensors in our previous works [132; 39], where we show that low-
cost solid-state LiDARs outperform high-resolution spinning LiDAR in an outdoor
environment, while at the same time perform poorly in indoor environments. The
unique characteristics and main contributions of our work can be summarized as
follows:

1. Present a complete solution for multi-modal LiDAR spatio-temporal calibra-
tion and feature extraction. The method adopts an ICP-based scan-matching
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(a) Mapping result with the proposed system at a hall environment. Thanks to the high resolution of
solid-state LiDAR with a non-repetitive scan pattern, the mapping result is able to show clear detail of
object’s surface.

(b) Hardware and Mapping result in long corridor environment. Our proposed methods show robust
performance in long corridor environments and survive in narrow spaces where 180° U-turn occurs.

Figure 28. Our proposed methods show high-resolution mapping results and robust
performance in challenging environment

approach to obtain the extrinsic parameters, split-and-merge based timestamp
alignment, and unified channel based feature extraction for both spinning and
solid-state-LiDAR.

2. Design and implementation of a novel tightly-coupled multi-modal multi-LiDAR-
inertial mapping framework that is able to combine LiDARs with different
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Table 8. Characterization of off-the-shelf LiDAR sensors based on horizontal resolution (H.
Res.), vertical resolution (V. Res.), and cost.

LiDAR Types High H. Res. High V. Res. Low-cost
Spinning, 64+ channels v v X
Spinning, 16-32 channels v X v
Solid-State X v v
Ours (solid-state + spinning-16) v v v

scanning modalities and IMU for odometry estimations.

3. The demonstration of a SLAM method for taking advantage of low-cost spin-
ning LiDARs and solid-state LiDARs that outperform the state-of-the-art in
high-resolution mapping with high levels of detail.

Input
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Figure 29. The pipeline of proposed multi-modal LiDAR-inertial odometry and mapping
framework. The system starts with preprocessing module which takes the input from sensors
and performs IMU pre-integration, calibrations, and un-distortions. The scan registration
module extracts features and sent the features to a tightly coupled sliding window odometry.
Finally, a pose graph is built to maintain global consistency.

5.1 Multi modal LiDARs and IMU platform

To simplify the system design, we have made follow assumptions:1) The LiDARs are
synchronized at the software level. The time offset between sensors is not considered
in our system. 2) The extrinsic parameters between IMU and at least one LiDAR are
known. In our case, we use LiDAR’s built-in IMU and use the extrinsic parameters
from factory settings.

The design of our system is based on by our previous work in Chapter 2 where
solid-state LiDAR shows significant performance outdoors but failed all tests in-
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Figure 30. Extracted features points in office room environment(left) and zoom-in view of
one gate object (right). Plane and edge feature points from Velodyne are in red and blue, and
from Horizon are in green and white separately.

Figure 31. Multi-LiDAR extrinsic parameters calibration result in an office room
environment. Red points come from Horizon and green points from VLP-16. Top view
(left), and detail of the matching (right).

doors [132]. To combine the high situation awareness ability and robust performance,
here we proposed multi-modal LiDAR-inertial odometry and mapping scheme. In
this chapter, we consider a perception system consisting of multiple modal LiDARs
and IMU, and LiDAR sensors are not triggered by hardware based external clock.
The pipeline of the proposed method is illustrated in Figure 29 and the hardware sys-
tem is shown in Figure 1. The hardware is composed of a spinning LiDAR Velodyne
VLP-16, a low-cost solid-state LIDAR Livox Horizon, and its built-in IMU.
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5.1.1 System pipeline

The system starts with a data pre-processing module, in which IMU data are pre-
integrated, extrinsic parameters between sensors are calibrated, timestamps of clouds
with different starting times are aligned, the clouds from multiple LiDARs are un-
distorted with IMU pre-integrated results. After pre-processing, feature point clouds
representing plane and edge points are extracted and merged into one cloud. The
merged feature cloud will be sent to the sliding window odometry module where the
feature cloud will be matched against the local map. Together with pre-integrated
IMU, fixed size of feature clouds, and local map, six-DoF egomotions and IMU
parameters are estimated and optimized by keyframe-based sliding window opti-
mization. At the backend, the system maintains a global pose graph with selected
keyframes. Loop closure is detected in a keyframe basis graph using ICP, and a
global graph optimization is invoked to guarantee the reconstructed map is globally
consistent.

5.1.2 Problem Formulation

We treat IMU coordinate as the base local coordinate indicated as ()°/()!. The
merged cloud will be transformed to ()°/()!. We use the first keyframe received
by the system as the origin of the world coordinates denoted as ()". The coordinate
of spinning LiDAR is denoted as ()", and the coordinates of solid-state LIDAR are
denoted as ()". We use Py = {p{,p5,...p5} be the point cloud acquired at time
t1 with spinning LiDAR, and P}’ = {p/, p}, ...p"} be the cloud acquired at time ¢,
with solid state LIDAR, where p; and p;-‘ are a point in P/, and 77[;.

We denote F g, and Fp,, as the edge and plane feature point cloud extracted from
the LiDARs’ data at time k. The transformation matrix is denoted as T2 € SE(3),
which transforms a point from frame ()® into the frame ()°. R® € SO(3) and t € R3
are the rotation matrix and the translation vector of T respectively. The quaternion
q’ under Hamilton notation [133] is used, which corresponds to R®. ® is used for
the multiplication of two quaternions. q° and R® can be converted by Rodrigues
formula [134]. With a given point cloud from multi-modal LiDAR sensor and IMU
info, the state needs to be optimized for keyframe k is defined as (10) where t, is the
translation vector, q,, represents orientation in quaternion, vy, is the velocity, b, and
b, are the bias vector of the accelerator and gyroscope.

Xk = [Prs Qi Vis Doy by, ] € R® x S* x R x R? x R? (10)

5.1.3 Spatial-temporal Calibration and Initialization

As the extrinsic parameters between IMU and one LiDAR is known, so here we focus
on calibrating the extrinsic parameters between two LiDARs. We assume the sensor
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platform is stationary during the extrinsic calibration process. As solid-state LIDAR
with the non-repetitive pattern is able to obtain more details from the environment
within the FoV, therefore, we integrated n consecutive frames(e.g., ten) to new point
cloud Pthl ~t, Tor the calibration process. Let P} be one cloud data obtained at ¢,, €
(t1,t,) from spinning LIDAR. Generalized Iterated Closest Point (GICP)[12] method
is employed to caculate the relative transformation matrix T/ between Pthlwtn and
Py from the overlapped region. The extrinsic calibration results with data collected
from a classroom environment are shown in Figure 31. As the transformation matrix
T} between IMU and one LiDAR given by the factory, we can get T! by T! =
T" + T%.

We consider a system where LiDARs are not triggered with an external clock
(e.g., GNSS) as discussed in [35]. Each cloud P" and PV is collected at different
starting timestamps. To merge these clouds into one combined cloud P™, it is neces-
sary to align the starting and ending timestamps. We adopt a split-and-merge method
similar to [40]. The individual timestamp of p € P" and p! € PV can be obtained
from the sensor’s driver. If the timestamp for a point p € P" is not available, it can
be calculated using orientation difference as described in [13]. When a new cloud
P/ is received at time ¢, we put all points p! € P/ into a queue Q" ordered by
timestamp. When a new cloud P} is received at time ¢,,, we first obtain its start
time ¢,,, and end time ¢,,, . Then, all points in Q" with timestamp ¢; < t,,, will be
dropped, and points with timestamps t; € (t,,,, ¢, ) Will be moved to a new frame
Pt}jn, which shares the same time domain with Py .

5.1.4 IMU Initialization and Preintegration

The IMU sensor output angular velocity and acceleration measurements are defined
as Wy and a; using equations. 11 and 12:

wt:wt+b§"+n,‘;’ (11)

a =R} (a; — g) + by + ng? (12)

Where b; is the measurement bias and n; is white noise. RXV L is the rotation
matrix from World coordinate ()" to local coordinate ()%, g is the gravity vector in
world coordinate. Based on the raw measurement w; and a;, we can infer the motion
of the robot as follows:

1
Pirat = PV At + igAtQ—i—

1 (13)
ERt(ét — b? — n?)AtQ

Vit At = Vi + gAt + Rt(é.t — b? — nta)At (14)
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di+at = At @ 9ae
exp(5At(@wy — by — nf)) (15)
=q 1

Where the p;, v; and q; are the estimated position, velocity and orientation in
quaternion at time ¢, pyyas, Virar and gz a; are the estimated state at time ¢ + Af.
We apply the IMU preintegration method proposed in [41]. The relative motion
between two timestamp AV, AP, AQ can be calculated based on equations 13~15
and will be used for initial guess in 5.2.3.

5.2 Multi-modal LiDAR Pose Estimation
5.2.1 Feature Extraction

For computing efficiency, feature extraction is essential for the SLAM system. We
focus on extracting the general features that exist in different modal LiDARs and can
be shared in the optimization process. Here we extract feature points based on [16]
that selects a set of feature points from measurements according to their continuous
and surface normal vector. We extend the method and adapt it to both spinning and
solid-state LiDARs. The set of extracted features consists of two subsets: plane
points [Fp and edge points Fr. By checking the continuity, the edge feature included
two types of points Fg, and Fg, where Fg, represents the line feature where two
surface meets, and [F g, represents breaking points where plane end.

Let P? be the point cloud acquired at time ¢ from spinning LiDAR, P! be the
point cloud acquired from solid-state LiDAR at the same time domain after temporal
alignment. If the channel number of each point p, € P/ is unavailable, then first
project points in P/ onto a range image based on the horizontal and vertical angle
w.r.t. the origin. Each row represents data from one channel of the spinning LiDAR.
Then the points are divided into N subsets {L!};cnx where N is the total channel
numbers of spinning LiDAR. For point cloud P}, we divide the point based on line
number which can be obtained from Livox ROS driver !. Similarly, we first divided
the points into M subsets {L"};c1; where M is the total line numbers of solid-state
LiDAR. The points in each Ly, , and L?ie y are ordered by timestamp. For each
subset LY in {LY};cn and L” {L"};c)/, we first extract the continues points Py,
and Pj’? o by checking the depth difference with its neighbour points. If the depth
difference between the point in L] or L;-‘ and nearest neighbor points within the same
subset is smaller than the depth threshold d;, then the point is added to continuous
points subset Pihc or 77}’ o Then we follow the feature extraction methods in [40],
where a scatter matrix 3 is calculated based on neighbor points. By analyzing the

1 https://github.com/Livox-SDK/1livox_ros_driver
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two largest eigenvalues \; and A, of 3, the plane points are detected and labeled
as a plane, the point where two plane meet is labeled as corner features, the points
where one plane ends and neighboring with discontinuous points are labeled as break
points. We merge the corner points and break points together and use them as edge
feature points. After this process, plane feature points F}},t and F%,, edge feature
points F% and FY, are extracted. We show extracted feature points in the office
room environment in Figure 30

5.2.2 Feature Clouds Merging

Instead of keeping two different system state X% for clouds P}* and P?, we merge the
same type of feature point cloud into one frame and use a single system state. As the
cloud P} from solid-state LIDAR can be more easily blocked by near objects, with
extreme cases leading to all points reflecting on a single plane (e.g., a close wall) in an
indoor environment, this means that there is a certain probability of most of the points
in F%, , belonging to a single plane. This means that insufficient ¥ h , points can be
extracted. In this case, we treat the P! as bad frame, with the corresponding feature
cloud not being considered to the union feature cloud F%, and F,. This ensures
more consistent behavior and robust estimation across environments and over time.
To detect such bad frames, We first remove the points in F,, and F?, that close to
the origin of the sensor (e.g., 2 m threshold), and then check the amount n. of edge
point in the feature cloud F%t. If n. is smaller than the edge feature threshold 7. (e.g.,
100 in our experiments), then the cloud P} is treated as a bad frame. If no such bad
frame is detected, we transform the complete feature clouds F%, , F,,, F7%, and FY,
to the ()’ coordinate frame and merge them to fused, unified feature clouds F%;, and
F%,, using the extrinsic transformation matrices T’ and T}, calculated as described
in Section. 5.1.3 with Eq. (16).

Fi, = T! « FY + T « Bl Fi = TE « FY + T8« Tl (16)

If P is bad frame”, then %, = T! x FY and F% = T! % F%. The union feature
clouds F% and F% will be down-sampled before sending them into sliding window
optimization module.

5.2.3 Keyframe Selection & Undistortion

Given feature point cloud and preintegrated IMU within the same time domain F, s Fo s H;Te Ik
and a point cloud feature map M’ in world coordinate, the registration problem can

be formulated as solving a non-linear least square problem. The initial guess of the

state X" is estimated with Eq. (17):

Pr=Dr1 + Q1 ¥ AP},
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Ak = Qe-1* AQ)_;,bg;, = by, (17)
Vi = Vi_1+ Qg—1 * AVi_l, bai = bap_1

As sliding window optimization is a relatively heavy process, therefore, maintain
the sparsity of the frames in the window can significantly affect the real-time per-
formance. Here we check the IMU drift during the time interval of two consecutive
keyframes, and select the frame as keyframe if the orientation difference is higher
than a certain degree (e.g., 30°) or the time difference between a current frame
and the last keyframe larger then certain time (e.g., 2 seconds). Then each point
in the selected keyframe will be un-distorted with AQ and AP provided by IMU
pre-integration. Each keyframe contains deskewed feature clouds Fé, . and Fe, 1o Pre-
integrated IMU I and initial guess of state X¥ ~ [P, G, Vi, bar, Hg ] which

pregp’
will be optimized by sliding window optimization.

5.2.4 Sliding Window Optimization

In this work, we follow keyframe based tightly coupled LiDAR-inertial sliding win-
dow optimization strategy in [16]. The merged feature points F . and Fi, p Of
keyframe k are treated as feature clouds that are extracted from single LiDAR sensor
as in [16]. We build a window with 7 consecutive keyframes where the states that
need to be optimized for each frame are X = [X|, Xy , ..., X ]. The optimal state
can be obtained by minimizing the function:

min | Dyior (X7)|[* + 30 Do (XE) + 3 Dr(X()} (18)
k=1 k=1

Where ||D),i0r(X™)||? represents the prior residual term which is generated by
marginalizing oldest frames before the current window via Schur-complement [41],D; (X~ w)
represents the pre-integrated IMU terms as defined in [16].D;(XY) is LIDAR term
defined as (19).

m

> (DX, Phas M)+ (Ds(XY, Prsyy ME))? (19)

a=1 b=1

D is the point-to-edge residual term defined as (20) and D point-to-plane resid-
ual term defined as (21).

[(p* — %) x (p” — &%)
1€ —e*]|

D. (X", p’,M")) =

(20)

D, (X", p', M")) = [nJp" + 1/|[n]] @D
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where p’ represents a feature point belonging to Fr,, Fpj.. Then, p¥ = R(q)p’ +
t represents the scan point p’ at local frame ()¢, which is transformed to world frame
()™ given the state estimation [q, t] in X". We denote by é* and é" the two closest
corresponding edge feature points on the feature map M®, while n¥ is the plane
normal vector that is calculated by neighbor plane feature points in the M" cloud.
We solve the non-linear Eq. (18) using the Ceres Solver toolbox [135]. To ensure
global consistency, we also maintain a pose-graph structure with optimized states

X" and pre-integrated IMU measurements as optimization constraints.

5.3 Experimental Evaluation
5.3.1 Sensor Configuration and Implementation

We implement the proposed multi-modal multi-LiDAR-inertial odometry and map-
ping system in C++ with ROS Melodic environment that can be shared within the
robotic community. The system shown in Figure 29 is structured in four nodes: pre-
processing, feature extraction, scan registration, and graph optimization. The factor
graph optimization is maintained by GTSAM 4.0 [136], and non-linear optimization
is performed by Ceres Solver 2.0 [135]. The framework proposed in this work is
validated using datasets gathered by Velodyne VLP-16 (V), Livox Horizon (H) 3D
LiDAR, and its built-in IMU (I). The VLP-16 measurement range is up to 100 m
with an accuracy of +3 cm. It has a vertical FoV of 30°(+ 15°) and a horizontal FoV
of 360°. The 16-channel sensor provides a vertical angular resolution of 2°and The
horizontal angular resolution varies from 0.1° to 0.4°. For solid-state LiDAR, we se-
lected Livox Horizon, which is designed with an FoV of 81.7°x 25.1°. Horizon was
scanning at 10 Hz and reaches a similar but more uniform FoV coverage compared
with typical 64-line mechanical LiDARs. The extrinsic parameters between Horizon
and its built-in IMU is provided by factory instruction. The sensors are connected to
a laptop directly with Ethernet and synchronized with software-based precise times-
tamp protocol (PTP) [137]. We run ROS drivers for Velodyne and Horizon and
recorded the data in rosbag format.
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(b) Map results generated by Fast_LIO in VI mode.

Figure 32. Qualitative comparison of map details in the office room dataset sequence. The
color of the points represents the reflectivity provided by raw sensor data. The point size is
1 em?, and transparency is set to 0.05. The middle two columns show the zoom-in view of
the wall (top) and TV (bottom).
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5.3.2 Qualitative Experiment
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Figure 33. The trajectory result on dataset Hall. Our proposed methods show the smallest
error when returning to the start point. The trajectory from different methods (bottom), the
zoom-in view of starting and ending point(top left), the changes along Z-axis(top right)

From our previous research [132; 39], a tightly coupled solid-state LiDAR-inertial
system shows competitive performance outdoors but performs poorly in indoor en-
vironments. Therefore, here we aim to compare our proposed system with a typical
and challenging indoor environment: an office room, a long corridor, and a large
hall. The data are gathered with the platform as Figure 1 shows at ICT-City in Turku,
Finland.

We compare our proposed method with several state-of-the-art SLAM algorithms:
LeGO-LOAM [14] 2, Fast-LIO [17] 3 and LILI-OM [16] 4. LeGO-LOAM is a
LiDAR-only odometry, while Fast-LIO and LILI-OM are tightly coupled LiDAR in-
ertial odometry systems capable of working with both solid-state LIDARs and spin-
ning LiDARs. Fast-LIO features a tightly-coupled iterated extended Kalman filter
framework and an iKD-tree data structure, which demonstrate efficient and robust
performance [17]. Similar to our proposed method, LILI-OM employs keyframe-
based sliding window optimization but only fuses single LiDAR and pre-integrated
IMU measurements. Like Fast-LIO, during the experiments, we utilize the default

2

https://github.com/RobustFieldAutonomyLab/LeGO-LOAM
3https ://github.com/hku-mars/FAST_LIO
4https ://github.com/KIT-ISAS/1lili-om
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configurations from the official GitHub repository, and loop closure detection is
turned off for each method. To compare the odometry accuracy, all three datasets
started and ended at the same place. The mean square distance (MSE) between the
starting and ending positions is treated as the error. The results generated by the
selected methods for all datasets are presented in Table 9.

Figure 34. Mapping results with the proposed method outdoors: urban street (left) and
forest environment (right).

Hall

The data was recorded in a hall environment measuring approximately 127 m X
35 m, aimed at comparing odometry and mapping performance in a relatively large
indoor environment. The recording commenced in a narrow space and proceeded
with a 180°U-turn where most of the field of view (FoV) of the solid-state LiDAR
was covered by nearby walls. Consequently, solid-state LiDAR-only based methods
may not receive enough features, leading to potential significant drift. The trajectory
is depicted in Figure 33, and mapping results are shown in Figure 28a. According
to the position error displayed in Table 9, our proposed methods exhibit the best
performance, achieving a position error of 5.1 cm, with Fast-LLIO (VI) showing the
second-best performance.

Corridor

The corridor environment is another challenging environment as low-resolution Li-
DARSs might not get enough feature points from the environment to perform robust
localization. The data sequence was recorded at a 60 m long corridor. The mapping
results are shown in Figure 28b. Fast-LIO (VI) performs the best, while our proposed
method follows closely in performance.

79



Qingqing Li

Office

Another data sequence is recorded in a small office room measuring 12, m x 3.7, m.
To make the mapping task more challenging in this environment, we performed sev-
eral fast 180°U-turns during the data recording. From the results, we can see that
LIOM (VI) exhibits the best performance, while our proposed method with HVI
ranks second.

5.3.3 Outdoor Mapping

For the sake of completeness, we also test the proposed method with an outdoor
data sequence on a city road and a forest environment. The resulting map is shown
in Figure 34. A qualitative analysis of the map point cloud shows a high level of
detail. However, the extrinsic calibration method has been designed for indoor envi-
ronments with rich edge and planar features within the overlapped FoV between the
two LiDAR sensors; therefore, the extrinsic parameters are not well calibrated in the
forest environment, which leads to a decrease in sharpness in the final map. In any
case, this demonstrates the potential for generalization to more unstructured environ-
ments and enables high-density mapping even with sub-optimal extrinsic parameters
calibration

Our proposed multi-modal multi-LiDAR-inertial method demonstrates competi-
tive and consistent performance compared to other selected methods. However, we
observed that our method did not always outperform other approaches, despite uti-
lizing more LiDAR data from the environment. One possible reason for this could
be inaccurate time synchronization between the sensors, our time synchronization
between LiDARs is on the software level with sub-microsecond accuracy. The inac-
curate timestamp for each point will bring the error to the system during the cloud
undistortion and cloud merging steps, which is hard to eliminate.

From the results, the VI-based method is capable of tracking the position of the
sensor in all dataset sequences. However, the HI-based methods fail in most of the
sequences, except for Fast LIO(VI) in the large hall environment. To understand the
difference between each LiDAR, we also tested our methods with Velodyne-Inertial
odometry. The results indicate that the accuracy of the proposed VI method is less
accurate than the HVI method, which suggests that horizon LiDAR can improve the
system’s performance. It is also worth noting that our focus is on integrating various
multi-modal LiDAR sensors at the point cloud registration and feature extraction
stages while aiming for a more consistent framework across environments.
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Table 9. End-to-end position error in meters (N/A when odometry estimations diverge; V:
Velodyne VLP-16, H: Livox Horizon, I: IMU). Numbers in bold indicate the best
performance, while underscored numbers indicate the second best in each environment.

Dataset Hall Corridor Office

LeGo (V) 0.567 0.336 0.127
FLIO (HI / VI) 0.109 /0.069 N/A /0.062 N/A /0.188
LIOM (HI / VI) N/A /0.736 N/A /1951 NA /0.102
Ours (HI / VI)  N/A /0.107 N/A /0132 NA /0.165
Ours (HVI) 0.051 0.085 0.124

Table 10. Analysis of processing time (ms) for the different algorithm stages on an Intel
i7-10875H CPU.

Hall Corridor Office

Pre-processing stage 4.14 4.44 4.37
Multi-LiDAR feature extraction — 80.32 86.74 94.21
Pose estimation, optimization 139.71 123.51 132.73

5.3.4 Mapping Quality Comparison

One of the key benefits of the multi-LiDAR system is its high perception awareness
ability. Here we compare the mapping quality in terms of resolution. Part of the
mapping results by our proposed methods has shown in Figure. 28a and 28b where
the color represents intensity value. From the result, we can see many objects (e.g.,
door, wall letters). We compare the mapping result between our proposed method
in Figure 32a and Fast_LIO (VI) in Figure 32b. Our method shows the most stable
performance in experiments in an office room environment. By zooming in the same
area, we can see a more uniform point cloud from the wall and a TV in the map
generated with our method.

5.3.5 Runtime Analysis

Our evaluations were conducted on a laptop with an Intel Core i7-10875H CPU
and 64 GB RAM on Unbuntu 18.04.6 LTS system. We show the average runtime
per frame in Table 10 and feature numbers in Table 11. Preprocessing and feature
extraction are lightweight. Runtime is dominated by the sliding-window-based pose
estimation and optimization.

5.4 Summary and Conclusion

We present in this chapter a tightly coupled multi-modal multi-LiDAR-inertial odom-
etry and mapping framework with sliding window optimization for pose estimation
and dense mapping. To our knowledge, this is the first SLAM algorithm that har-
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Table 11. Average number of feature points per frame extracted from the different LiDARs
in the three tested environments. Only points in a range between 2 m, and 50 m are
considered.

V-raw V-edge V-plane H-raw H-edge H-plane

Hall 17370 201 15680 21109 405 1934
Corridor 5965 101 5493 14623 302 4007
Office 20235 329 18430 17462 409 1029

nesses the benefits of both spinning LiDARs and solid-state LiDARs within a unified
framework. Our primary focus is to demonstrate the feasibility of achieving high-
robustness odometry and producing high-quality maps by utilizing an optimal com-
bination of cost-effective sensors. The proposed system effectively integrates the
advantages of dense point clouds generated by solid-state LIDAR for enhanced situ-
ational awareness and the larger Field of View (FoV) offered by spinning LiDARs.
Although our odometry accuracy in some testing environments may similar to other
methods, our approach excels in consistency across varying environments. Notably,
it produces higher-quality maps capable of capturing intricate environmental details.

82



6 Dynamic Object Detection and Tracking

Object detection and tracking play a significant role in the field of robotic. The object
detection and tracking can benefit for static mapping by removing moving objects in
SLAM area [138], novel human-robot interaction algorithm [139; 140] and multi-
robot coorperation tasks [141]. This enable robots to interact with the world at an
object level rather than dealing with pixel-level information in images or individual
points in point cloud data. In this chapter, we mainly discussed two problems in
tracking. First, we explored human detection and tracking with deep learning meth-
ods in Search and Rescue (SAR) tasks with a camera mounted on UAV, enhancing
the robot’s ability to locate and monitor human subjects effectively. Second, we
conducted experiments using novel LiDAR technology to track small challenging
objects such as micro UAVs for multi-robot cooperation purpose, highlighting the
versatility of LIDAR sensors in object tracking scenarios.

UAVs have been playing an increasingly active role in supporting SAR opera-
tions in recent years. The benefits are multiple such as enhanced situational aware-
ness, status assessment, or mapping of the operational area through aerial imagery.
Most of these application scenarios require the UAVs to cover a certain area. If the
objective is to detect people or other objects, or analyze in detail the area, then there is
a trade-off between speed (higher altitude coverage) and perception accuracy (lower
altitude). An optimal point in between requires active perception on-board the UAV
to dynamically adjust the flight altitude and path planning. As an initial step towards
active vision in UAV search in maritime SAR scenarios, in this chapter we analyzed
how the flight altitude affects the performance of object detection algorithms.

From the perspective of deployment within multi-robot systems, being able to
track UAVs from ground robots, e.g., UGVs, enables miniaturization and higher
degrees of flexibility relaxing the need for high-accuracy onboard localization. A
recent and significant example of multi-robot system deployment in GNSS-denied
environments is the DARPA Subterranean challenge [142; 143]. Reports from par-
ticipating teams indicate that localization and collaborative sensing were among the
key challenges, with UAVs being deployed from UGVs dynamically during the chal-
lenge. Since UAVs often rely on visual-inertial odometry (VIO) for self and relative
estate estimation [144], relying on external LiDAR-based tracking can also extend
the operability to low-visibility or other domains where VIO has inherent limita-
tions [145; 146].
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In this chapter, the focus is on two tracking scenarios: human tracking from a
UAV equipped with a camera and UAV tracking by a ground robot equipped with
novel solid-state LiDAR. It begins with an investigation into human detection and
tracking using a UAV-mounted camera, primarily applied in search and rescue mis-
sions. The objective is to evaluate the detection performance at varying altitudes,
specifically to enhance the efficiency of search and rescue operations. After demon-
strating the UAV’s tracking abilities, the discussion transitions to addressing relative
spatial pose estimation for ground-aerial robot collaboration through novel adaptive
tracking method with solid-state LiDAR.

6.1 Human Detection and Tracking with UAVs

Recent years have seen an increasingly wider adoption of unmanned aerial vehicles
(UAVs) to support search and rescue (SAR) operations. Owing to their fast deploy-
ment, speed and aerial point of view, UAVs can aid quick response teams, but also
in longer-term monitoring and surveillance [147]. Some of the main applications
of UAVs in these scenarios are real-time mapping of the operational area or deliv-
ery of emergency supplies. In particular, UAVs can bring a significant increase of
the response team’s situational awareness and detect objects and people from the air,
specially those in need of rescue [148]. An overview of recent research in this area
is available in [149], where UAVs for SAR operations are characterized based on the
operational environment, the type of robotic systems in use, and the onboard sensing
capabilities of the UAVs.

We are interested in optimizing the support that UAVs can provide in maritime
SAR operations (see Figure 35), but also for monitoring and surveillance in mar-
itime environments, where they have already been widely utilized [150]. Maritime
SAR operations might occur in both normal and harsh environments. For example,
according to the Spanish national drowning report [151], in 2019 over 40% of drown-
ings happened on a beach, around 60% of the incidents happened between 10:00 and
18:00, and in 20% of the cases lifeguards were present in the area. Therefore, there
is still a need for better solutions for monitoring and supporting SAR operations in
safeguarded beaches, lakes or rivers even with favorable weather conditions, which
can then be extended towards rougher environments as the technology evolves. In
this work, we study the detection of people in mostly still waters at different altitudes.
In the future, we aim to utilize this information within an active vision algorithm that
can dynamically adapt the flight plan of UAVs towards optimization of search speed
and reliability.

In terms of UAV-based perception, deep learning (DL) methods have become
the de-facto standards in object detection and image segmentation with great success
across multiple domains [152; 153]. We utilize the YOLOv3 [152] architecture and
characterize its performance for human detection on still water surfaces. Within the
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Figure 35. Illustration of active-vision-based search in maritime environments with UAVs.
A single UAV can first fly higher to cover larger areas and descend in the event of a positive
detection to increase reliability. Search time can then be optimized by dynamically adjusting
the altitude depending on the perception confidence.

machine perception field, active vision has been a topic of interest that has gained
increasing research interest, owing to the multiple advances in DL and accessibility
of UAV platforms for research. Active vision has been successfully applied for single
and multi-agent tracking [154], but we have observed a gap in the literature in terms
of active vision for search and area coverage. The most active research direction in
active perception is currently reinforcement learning (RL) [155]. However, an RL
approach can be challenging owing to the lack of realistic simulators to train models
for sea SAR.

Deep learning for perception in maritime environments is limited by the lack
of realistic training datasets openly available. Moreover, a key challenge for UAV-
based person search and detection in these environments is the relatively small size
of objects to be detected in comparatively large areas to be searched [156]. There is
an evident trade-off between speed and area coverage, and reliability of both positive
and negative detection. An additional challenge is that the view of people at sea from
the air is only partial, as a significant portion of the body is immersed in the water.
Water reflection and refraction effects might also distort the shape. In order to train
YOLOV3 to adapt to this scenario, and owing to the lack of open data for detecting
people in water, we collected over 450 high-resolution images to train, validate and
test our model. The images have been taken at altitudes ranging from 20 m to 120 m.
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This is, to the best of our knowledge, the first work to analyze the perception
accuracy for UAVs with RGB cameras in maritime environments as a function of
their altitude. The results can be generalized by accounting for the size in pixels of
the persons to be detected assuming well-focused images. Moreover, the retrained
YOLO model outperforms the state-of-the-art in object classification, as it has been
trained to detect people even when only their head emerges above the water level.
The retrained YOLO model can be applied for people swimming but also standing
near the shore in a beach.

6.1.1  Human Detection for SAR Task

Multiple works have demonstrated the benefits of integrating UAVs to maritime SAR
operations [157; 158]. Typical sensors onboard UAVs are RGB, RGB-D and thermal
cameras, 3D LiDARs, and inertial/positional sensors for GNSS and altitude estima-
tion [159; 160]. With these sensors, UAVs can aid in SAR operations by mapping
the environment, locating victims and survivors, and recognising and classifying dif-
ferent objects [159]. From the perception point of view, DL methods have become
the predominant solution for detecting humans or other objects [153; 161; 162].

Human detection is a sub-task of object detection that is of particular interest
for SAR robotics [163]. Some of the most popular neural network architectures for
object detection are R-CNN [164], Fast-RCNN [165], and YOLO [152]. In particular,
YOLOV3 is the current state-of-the-art for real-time detection, able of fast inference
and high accuracy [152]. In this work, we re-train the YOLOV3 network with a new
dataset for detecting people in the water.

Active perception has been defined as:

An agent is an active perceiver if it knows why it wishes to sense, and
then chooses what to perceive, and determines how, when, and where to
achieve that perception. [166]

In UAV-aided maritime SAR operations, algorithms for area coverage and human
search incorporating active vision need to be aware that their main objective is to
find humans (why), and need to be able to dynamically adjust their path planning
and orientation to achieve higher-confidence results (what). This latter aspect can
be achieved by, for instance, adjusting their height and camera pitch, or by moving
around the person to get a better angle (how, where and when).

Active vision has been increasingly adopted in different object detection tasks.
However, no previous research has, to the best of our knowledge, focused on ac-
tive vision for detection of humans in SAR scenarios. We therefore list here some
other relevant works in the area. Ammirato et al. presented a dataset for robotic vi-
sion tasks in indoor environments using RGBD cameras with the introduction of an
active vision strategy using Deep RL to predict the next best move for object detec-
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tion [167]. Juan et al. presented an autonomous Sequential Decision Process (SDP)
for active perception of targets in uncertain and cluttered environments, with exper-
iments conducted in a simulated SAR scenario [168]. Davide et al. applied active
vision to a path planing algorithms that enabled quadrotor flight through narrow gaps
in indoor complex environments [169]. Manuela et al. applied bio-inspired active
vision for object avoidance with wheel robots in indoor environments [170]. In SAR
operations, once a target has been identified, continuously updating the position of
target is essential, so that path planning for the rescue teams can be adjusted. This
can be achieved though active tracking [171].

In terms of detecting people in maritime environments, Eleftherios et al. pre-
sented a real-time human detection system using DL models that run on-board UAVs
to detect open water swimmers [172]. The authors, however, do not study the ac-
curacy of the perception for different altitudes or positions. In this work, we focus
on analyzing human detection as a trade-off between larger area coverage (higher
altitude) and higher amount of detail in the images (lower altitudes).

In general, we see a clear trend towards a more widespread utilization of UAVs in
SAR missions and DL models for perception (either onboard or offloading computa-
tion). We have found, however, no previous works exploring the correlation between
the altitude at which UAVs fly and the detection accuracy in maritime SAR scenarios.

6.1.2 Deep Learning-Based Huamn Detection

This section describes the data and details of the training process for the perception
algorithm. We also outline the metrics that are analyzed in our experiments.

Table 12. mAP-scores for different IoU-thresholds.

IoU-threshold
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

TS model 0.698 0.698 0.697 0.695 0.693 0.688 0.670 0.638 0.542 0.000
YOLOv3 0.054 0.053 0.053 0.052 0.051 0.051 0.051 0.050 0.044 0.000

6.1.3 Data Acquisition

Owing to the lack of labeled open data showing people in water, and in particular
data labeled with the flight altitude, we have collected data from people swimming
and standing in a lake. The dataset contains 458 labeled photos that are taken by the
camera mounted on the UAV. The camera has a fixed focal length of 24 mm (35 mm
format equivalent) with a field of view of 83° and an aperture f/2.8. The images have
a resolution of 9 MP (4000 by 2250 pixels), and were recorded near the beach area of
Littoistenjarvi Lake (60.4582 N, 22.3766 E), shown in Figure 36 (a), Turku, Finland.
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(a) Beach view (b) Top view

(c) Low altitude (d) Back light

Figure 36. (a) Example images of terrain at Littoinen Lake, Finland, (b) The top view of
swimmer, (c) The far view of swimmers, (d) The close view of swimmer

Each photo captures one or more people that are either swimming or standing in
the lake at different heights and angles. Some examples are shown in Figure 36 (b),
(c) and (d). However, the majority of pictures were taken with a gimbal pitch of
-90° (top-view images). The dataset contains 2D bounding boxes for two classes:
persons and other objects, the latter one being used for animals in the water and other
floating objects. In addition to the bounding boxes, each image contains information
about the GPS position, relative altitude to the take-off point (just above the water
level), and pitch angle of the camera gimbal (from horizontal images with 0° pitch
to top-view images with -90° pitch). The relative altitude ranges from 0 m to 143
m. While the dataset has been acquired with good weather conditions and mostly
still waters, variable light conditions are also introduced. This results in different
colors for both water and people, as can be seen in Figure 36 (b) and (d). Some
of the swimmers use swimming caps of different colors and wear different types of
swimming suits.

6.1.4 Modal Training and Test Setup

Training and testing were done with the YOLOV3 real-time object detection model [152].
The YOLOv3 model pre-trained with ImageNet [173] was trained again with our
dataset using transfer learning. Training is done in a way where all but the last three
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layers are frozen for the first 50 epochs and then unfrozen and trained further for
another 50 epochs with batch size of 32 and learning rate of 0.001.

Each image contains between 1 and 50 object instances. The objects are divided
into two classes: 'person’, containing 2454 instances, and ‘something else’, contain-
ing 238 instances, mostly birds but also some other objects floating in the water.
All the images were labeled manually, using bounding boxes with the Labelbox an-
notation tool [174]. Training and testing were done using 4-fold cross-validation,
randomly splitting the images using a 75/25 train/test split. We refer to the re-trained
model as the task-specific model hereinafter.

6.1.5 Evaluation Metrics

Object detection performance was evaluated using PASCAL VOC challenge met-
rics [175] provided by [176]. We calculated average perception (AP) for both classes
separately and mean average perception (mAP) over both classes using different in-
tersection over union (loU) thresholds. The comparison in performance was done
between the pre-trained YOLOvV3 model and the task-specific model with our data
using transfer learning. Furthermore, since our objective is to analyze the correla-
tion between the performance of the human detection and the altitude, we also ana-
lyze how the detection confidence and the ratio of false positives and false negatives
changes as a function of the altitude.

6.1.6 Experimental Results

In this section, we assess the performance of the trained model as a classifier using
the mean average precision for different IoU thresholds, but also its usability for
active-vision-based control where the input to the algorithm is the confidence of the
model on each of its detections.

Some representative example detections made by the task-specific model are il-
lustrated in Figure 37. In Figure 37a, we observe how the network is able to pinpoint
the location of people in the image, but the bounding box appears around the turbu-
lent water rather than around the person itself. However, not all objects or turbulent
areas are detected as people, as other objects are also properly identified (Figure 37b.
In Figure 37b, we also observe that people can be located far away when the gim-
bal pitch is closer to 0°. Finally, we see that even at high altitudes, the confidence
remains high and people are detected also when immersed (Figure 37c).

The performance of the task-specific model compared to the pre-trained YOLOv3
network is shown in Table 12, where we see that the task-specific model is clearly
superior. In terms of the precision x recall curves, those corresponding to classes
'person’ and ‘something else’ are provided in Figure 38a.

Next, we analyze performance at different altitudes. The significance of the al-
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(a) Detection of one person (high confidence), (b) Detection of other objects but missing two
and turbulent water next to another (lower persons in the distance. Altitude: 12 m. Pitch:
confidence). Altitude: 37 m. Pitch: -80°. -25°.

(c) Successful detection of three people at high altitude, one of them fully immersed in the water (only
a portion of the original image is shown). Altitude: 86 m. Gimbal pitch: -90°.

Figure 37. Samples of detections made using the task-specific model.

titude is, however, relative to the resolution of the camera and its ability to produce
clear images. The camera pitch is also important as illustrated. In order to provide
results that are more generalizable, Figure 38b shows the size in pixels of the ground
truth bounding boxes.

Figure 39a(a) shows all the person detections plotted in terms of their confidence
against the altitude, using [oU = 0.1 to consider true positives. We have set the
IoU to 0.1 because we are only interested in pointing to the approximate location of
persons but not their exact size and place. For altitudes under 60 m, over 98.8% of
the detections with a confidence above 0.5 are correct. A clear threshold appears at
an altitude of 90 m. Above 90 m, 83.3% of the detections are correct.

In some of the test images, we have noticed that the model detects turbulence in
the water created by people as persons, and not the full bodies of the people them-
selves. Because we are not interested in analyzing how capable the task-specific
model is of generating accurate bounding boxes, but instead on pointing to the ap-
proximate location of people at sea, we might also want to consider as correct detec-
tion boxes that are just adjacent to actual people. In Figure 39a(b), we have plotted
the confidence as a function of the altitude, but now using a distance in pixels of less
than 100 between the ground truth and the predicted box (DIST) to assume that a
detection is correct. We now see that all except one of the positive detections with
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Figure 39. Confidence of individual detections as a function of the relative UAV altitude.
We observe a clear difference between high-confidence and true positives under the
threshold of 100 m, with lower confidence and higher rate of false positives above it.

a confidence of over 70% are correct for an altitude up to 100 m. For a confidence
above 45%, all but one detections are correct up to an altitude of 70 m. The distribu-
tions of the true positives and false positives for each of the two metrics (IoU, DIST)
are shown in Figure 40a. There is a clear threshold just under a confidence of 0.6,
with almost 75% of true positive having a confidence over 0.6, and almost 75% of
false positives having a lower confidence.

In order to evaluate this model within its context for SAR missions, we also need
to take into account that false positives do not necessarily have a significant impact
on the search performance, but false negatives do, as they mean that the UAV misses
a person. We have therefore plotted in Figure 40b the proportion of false negatives
over true positives. If we use the pixel distance to consider a detection as correct,
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then the proportion remains under 10% for all altitudes. With 7oU = 0.5, however,
over 50% of the people in the water are undetected. However, we do not consider
this an effective way of evaluating a detection in this scenario.

6.1.7 Summary and Conclusion

With UAVs increasingly penetrating multiple civil domains and, among them, search
and rescue operations, more complex control mechanisms are required for more au-
tonomous UAVs. To that end, active perception is one of the most promising research
directions. In UAV search, active vision can be exploited to optimize the flight plan
based on the confidence of the DL vision algorithms. We have presented preliminary
work that studies the confidence of a re-trained YOLOvV3 model for detecting people
in the water for altitudes ranging from 20 m to 120 m. With a custom dataset, we
have seen a major performance increase with respect to the pre-trained YOLOV3 net-
work. Our results show a clear correlation between the altitude and the confidence
of the detections and between the confidence and the correctness of the detections.
When considering as true positives detections near actual people (e.g., over water
turbulence created by people), we have seen that the proportion of false negatives
remains low even for high altitudes, and the proportion of false positives over true
positives drops significantly for all predictions with a confidence over 60%. Finally,
we have observed a clear altitude threshold at around 100 m after which confidence
and accuracy drop.

6.2 Micro UAV Detection and Tracking with Solid-state
LiDAR

Micro-aerial vehicles (MAVs) have seen an increasing adoption across a variety of
application domains in recent years [177]. Multiple works have been devoted to the
navigation of MAVs in GNSS-denied environments [178], and state estimation in
both single [179] and multi-MAV systems [180]. In this chapter, we are particularly
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t=0s t=1ms t=2ms t=4ms t=20ms

Figure 41. Illustration of the field of view (FoV) coverage with different point cloud
integration times in a non-repetitive LiDAR scanning device.

interested in tracking and state estimation from an external system, for those appli-
cations where MAVs are deployed together with or from unmanned ground vehicles
(UGVs) [181; 182].

Tracking and detecting UAVs has been a topic of interest for researchers in recent
years. First, owing to the increasing need of identifying and detecting foreign objects
or drones in areas with controlled airspace such as airports [183; 184]. Second, to
optimize the utilization of UAVs as flexible mobile sensing platforms. This chapter
focuses on the latter use. Compared to the existing literature, which relies mainly
on vision-based techniques [185], we provide a LiDAR-based solution that can be
utilized more independently of the environmental conditions. Until recently, most 3D
LiDARs provided relatively sparse point clouds in terms of object recognition [186],
with limited vertical resolution in inexpensive devices. However, solid-state LiDARSs
have recently emerged as state-of-the-art in terms of long-range scanners featuring
high-density point clouds [16]. The main caveat is the limited field of view (FoV)
in most of these devices [15], but solutions include utilizing multiple LiDARs or
correspondingly adjusting the position and orientation of the robot base where the
LiDAR is installed. In this section, we also put our focus on single and known
micro UAV detection and present generic methods that can be extended to multi-
MAV tracking.

Here, WE are particularly interested in the problem of tracking a MAV that is
deployed from a ground robot. We assume thus that the initial position of the MAV
after take-off is known. We also assume that its shape and size are known a priori.
We develop methods targeting solid-state LiDARs owing to the higher density of
the resulting point cloud even with more limited FoV. Moreover, in these LiDARs,
the concept of a frame or scan frequency changes considerably. Similarly, as in
rotating 3D LiDARs, a frame in solid-state LiDARs can be naturally related to a
single revolution. With non-repetitive scan patterns, LIDARSs can output point clouds
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Figure 42. Illustration of a ground robot tracking a micro-aerial vehicle (MAV) using a
limited-FoV solid-state LiDAR.

at adjustable frequencies with varying FoV coverage, as illustrated in Figure 41. This
opens the door to new LiDAR perception methods that exploit the possibilities of
adaptively adjust the frame integration time to better sense the objects. To the best
of our knowledge, this approach has not been previously studied. We apply the
proposed adaptive LiDAR scan integration methods within the problem of a UGV
tracking a MAV for external state estimation, as conceptualized in Figure 42. While
our focus is on MAVs, the proposed methods can also be easily adapted to detect
foreign objects or intruder MAVs more accurately. We first put our focus on single
and known MAV detection, but present generic methods that can be extended to
multi-MAV tracking as long as FoV limitations are accounted for.

6.2.1 Problem Definition

We consider the problem of tracking a MAV from a ground robot. The objective
is to improve the collaboration between the robots and the ability of the MAV to
navigate in complex environments aided by the UGV. The rest of this work delves
into the definition, design, and implementation of methods for tracking a single MAV.
Nonetheless, these can be extended to multiple MAVs. The main limitation when
tracking multiple units is the FoV of the LiDAR sensors onboard the ground vehicle,
and therefore assumptions have to be made to the spatial distribution of the MAVs
(always within the FoV of the ground robot). Alternatively, more LiDAR scanners
can be installed to increase the FoV.

The majority of 3D laser scanners available to date are multi-channel, rotating
LiDARs. While devices with 64 or 128 vertical channels can provide high angular
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resolution in both horizontal and vertical dimensions, these high-end devices are not
the most common. Moreover, the scanning pattern is in general repetitive, which
has benefited from a geometric perspective in terms of data processing but does not
enable a higher FoV coverage with longer exposure if the position of the sensor is
fixed. New solid-state LiDARs featuring non-repetitive scan patterns, albeit having
more limited FoV, can provide more dense point clouds and often feature longer de-
tection ranges. In particular, we are interested in the possibilities of dynamically
adjusting the FoV coverage and density in the point cloud to be processed for de-
tection and tracking. Among the benefits of these new LiDARs and the possibilities
of adaptive scanning rates is also higher resilience against one of the challenges in
LiDAR-based perception: motion-induced distortion [187]. In general, the literature
targeting tracking of MAVs using LiDAR scanners is scarce, and existing methods in
point cloud object detection and tracking considering mainly static frames. We aim
to define more optimal settings for generating point clouds based on the state (speed
and distance to the sensor) of the MAV being tracked.

6.2.2 Tracking System Overview

We propose three simultaneous tracking modalities with three processes analyzing
point cloud frames resulting in integration times ranging several orders of magnitude.
A general view of the multi-modal tracking processes is shown in Figure 43. In more
detail, the three modalities are described below:

1. Adaptive high-frequency tracking. In this first process, sparse point clouds are
integrated at frequencies up to 100 Hz. The MAV is only trackable through a
reduced number of points, but we are able to estimate its position and speed
with high accuracy. In this process, the MAV is not necessarily recognizable
in all processed frames.

2. Adaptive medium-frequency tracking. The second process operates at frequen-
cies within the range of typical LiDAR scanners (i.e., 5 to 20 Hz). The fre-
quency within that same range is dynamically adjusted to optimize the density
of the point cloud. At these frequencies, the extracted point cloud representing
the MAV is distorted by motion, and thus the localization and speed estimation
accuracy is lower. However, this process enables more robust and persistent
tracking as the MAV can be recognized in most if not all frames.

3. Low-frequency trajectory and object validation. The third and last process that
runs in parallel to the previous two performs long-term tracking and validates
the reconstructed trajectory of the MAV based on predefined dimensional con-
straints. An illustration of such trajectory reconstruction is shown in Figure 44
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Let Py (I¥) be the point cloud generated by the LiDAR with an integration time
IF. We also denote by sk, ,,,={p%; 41 -Pis41-} the position and speed of the MAV.
We use discrete steps represented by k& owing to the discrete nature of the set of
consecutive point clouds. The output of the main tracking algorithm is to extract
from P (IF) the set of points representing the MAV, which we denote by P¥, ,/,
and to adjust the integration time for the next point cloud, %, I¥, .

Algorithm 3: MAV tracking with adaptive scan integration

Input:

High- and medium-freq int. rates:  {I ';I Fl, 1 Iltl Fl

3D lidar point clouds: {Pe(Ls), Pe(Iyie) }

Last known MAV state: (Plfw,;w p]\/IAV)
Output:

MAV state: {Phravs Phrav}

UGV control: qlijV

Int. rates: {Ifp I5p}

Function object_extraction (73, 1, p]fw jv, p]fw jv)

Ground removal: P« P;
Generate KD Tree: kdtree < 73"
MAV pos estimation:  ph; 4y < piriy + pMAV ; return pt, ,;
MAV points: Prray = KNN(kdtree PEav);
| MAV state estimation:  p5; 4, = T AV‘ ZPEP]WAV

// Coarse but persistent tracking
while new P, (1% ) do
phiav = object extraction(Pi(If;r), Iiir, Pirdv: Phrav);
// Fine-grained estimation
while new P, (1§ ) do
L pMAV = object_extraction(Pr(Ifp), It ps Piravs Prrav);

k//
pIWAV7 pMAv <« estimate (p]WAV7 Pyav )5

{IIIfIFv I]I\Q/IF} < adjust-integration_freqs (Pﬁmv;pﬁmv) ;

q’;JGV +— keep_within_FoV (plfwm/7 p’;V,AV) ;

6.2.3 Adaptive Scan Integration

Since we assume that the state of the MAV (p% 1., Pk Ay) is initially known, the
point cloud processing proceeds as follows. First, we perform ground removal based
on the last-known altitude of the MAV. We then proceed with finding the nearest
neighbor points to a predicted MAV position. This step is repeated for both the high
and medium frequency scans, the former one providing a more accurate position
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estimation while the latter is more persistent in time. Finally, these two estimations
are combined, and the results are utilized to adjust the integration rates based on
the point cloud density expected for the given distance and speed. This process is
outlined in Algorithm 3.

Algorithm 4: Trajectory validation
Input:

Low-freq int. rate: it

3D lidar point cloud: Py (I77")

MAV state history: (Prravs Parav)
Output: Trajectory validation (bool)
while new P, (I ,’f;l) do
// Generate cubic splines
// with position and speed constraints
{Bi} < {Prpav: Prav}h
// Estimate expected point cloud from
// known density at given distance and speed
Pr B}, Prravs Paravl)s
// Calculate IoU
IoU = calc_IoU (Pk (I’z;l) . Pr ) ;
if ToU > th then

| return True

else
L return False

The main purpose of the low-frequency scan stream is to validate the extracted
MAV’s trajectory. While the tracking with adaptive scan integration only takes into
account the MAV size roughly in terms of distance within which nearest neighbors
are looked for, the extracted point cloud is not validated against its known dimen-
sions. This is done when enough points are accumulated into a reconstructed trajec-
tory. As exposed in Algorithm 4, we first perform a cubic spline interpolation based
on the history of estimated positions and speeds. To calculate the parameters of the
cubic spline, we utilize constraints on the first derivative based on the speed, rather
than forcing the first and second derivative to be continuous. Indeed, the acceleration
of the MAV can suddenly change. Based on predetermined values of point cloud den-
sity as a function of the MAV’s distance to the LiDAR and its speed, we then produce
an expected point cloud. We validate the original point cloud given a threshold for
the IoU measure with the generated estimate.
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Figure 43. Overview of the proposed methods, where tracking is simultaneously performed
at three different scan frequencies. Within each of these three threads, the scan frame
integration is adjusted based on the distance to the target MAV and its speed.

Figure 44. Integration trajectory recovery example
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6.2.4 Experimental Evaluation
Experimental platforms

The experimental platforms consist on a single ground robot and a commercially
available Ryze Tello MAV. The ground robot is an EAI Dashgo platform equipped
with a Livox Horizon LiDAR (81.7° x 25.1° FoV). The LiDAR is able to output
scanned pointcloud up to 100 Hz, featuring a non-repetitive pattern. A pair of ultra-
wideband (UWB) transceivers is used to obtain a single range between the robot
and the MAV at frequencies ranging from 10 Hz to 100 Hz. The UWB ranging is
used in aiding the manual validation of the extracted trajectory in places where there
was no external positioning system. In the future, it could be incorporated as part
of the tracking algorithm as well, as is becoming increasing adopted in multi-robot
systems [188; 189].

- | Livox 3D Lidar with 81.7°x25.1°FoV |

- ; UWSB Transceiver
3 - Onboard Computer

UWB Transceiver | —>

Figure 45. Ground robot and MAV utilized in the experiments.

Software

The system has been implemented using ROS Melodic under Ubuntu 18.04. The al-
gorithms are running in the main computer onboard the ground robot. The computer
runs the Tello MAV driverl, the Livox LiDAR driverz, and our open-source MAV
tracking package3. The latter is a multi-threaded node able to process the different
point clouds in real time. The point cloud library (PCL) [190] is utilized to extract
the position of the MAV from the LiDAR’s point cloud.

1

https://github.com/TIERS/tello-driver-ros
2https ://github.com/Livox-SDK/1livox_ros_driver
3https ://github.com/TIERS/adaptive-LiDAR-tracking
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Metrics

Due to the lack of an accurate external positioning system, such as a motion capture
system for large environments, our focus is instead on measuring the performance
of the tracking at different scan integration rates and manually validating the overall
trajectory. The experimental flights are carried out in large indoor halls with multiple
columns and objects, as shown in Figure 44. Another set of experiments is carried out
in a small flying area where an external UWB positioning system was available and
used to fly the MAV over a predefined trajectory. A characterization of the accuracy
of such a system can be found in [191].
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Figure 46. Density of the point cloud representing the MAV based on the distance to the
LiDAR scanner and the scanning frequency.
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Figure 47. Distance between consecutive MAV detections based on its speed and the
LiDAR’s scanning frequency.

Adaptive Scan Integration Results

The first objective of our experiments was to assess the tracking performance at dif-
ferent scan frequencies in order to better model the adaptiveness of our algorithm.
In order to adapt the scanning frequency to optimize the tracking performance, key
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Figure 48. Accumulated point cloud for the circular trajectory.

parameters are the point cloud density at different distances and the reliability of the
detections at different speeds.

The point cloud density for different scanning frequencies as a function of the
distance between the LiDAR and the MAV is shown in Figure 46. This measure
refers only to the density of the points representing the MAV and not the overall
density including the rest of the scene. The darker lines represent the average point
cloud density, while the band with higher transparency represents the values within
the standard deviation. The size of the Tello MAYV is about 500 cubic centimeters.
Based on our experiments, reliable tracking at high speeds can be achieved with at
least 4 points, while we require at least 20 points at medium scanning frequency.
This, however, only applies in free space. As can be seen in Figure 48, significant
noise appears in the point cloud between the MAV and walls in the environment
when flying nearby. We discuss further this issue at the end of this section.

In terms of the tracking performance based on the speed, we plot in Figure 47
the distance between consecutive detections at different scanning frequencies. The
results in this particular figure cannot be directly utilized to model the adaptive nature
of our tracking algorithm. Nonetheless, they can be leveraged to better understand
what are the speed limits under which given scanning frequencies do not provide the
expected distance between detection that can be inferred from the MAV speed and
the scan frequency.

The results included in Figure 46 and Figure 47 have been obtained flying the
MAV in a long, straight corridor with a length of about 35 m. The MAV was flying
mostly in straight lines and the speed was estimated using both visual odometry and
the position history extracted from the LiDAR data in a partially manual manner.
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Figure 49. Estimated trajectories at different frequencies and with adaptive approach (top
five plots), and trajectory estimated from our algorithm (bottom plot).

Qualitative Trajectory Validation

In order to validate the performance of the tracking algorithm and better understand
the limitations of our tracking approach at different scanning frequencies, we com-
pare two different types of trajectories. Owing to the lack of a system to obtain
ground truth (e.g., a motion capture system), we provide qualitative analysis for one
of the trajectories and compare it with a UWB positioning system in the other one.
First, we test the tracking algorithm through a trajectory where the MAV flies
in a large open area at distances from 2m to over 17 m far from the LiDAR scan-
ner and variable speeds. In this scenario, the analysis is mostly qualitative, with the
trajectories shown in Figure 49. However, the UWB ranging data and the LiDAR
data has been both manually confirmed, so the maximum positioning error along the
track is at worst around 20 cm. Qualitatively, the main results from this experiment
are the ability of the tracking algorithm to keep track of the MAV over changes in
speed, direction, and at longer distances. The figure only shows frequencies equal to
or above 5 Hz because at lower scanning frequencies the speed estimation was highly
inaccurate during the early stages of the flight. We can see that only at the highest
frequency we are able to track the MAV along the completed trajectory, while the
trajectory itself is noisier. The higher level of error when estimating the MAV po-
sition is due to a lower number of points being detected, which can correspond to
different parts of the MAV in consecutive scans. The last subplot shows the overall
estimated trajectory where our algorithm has combined the different scanning fre-
quencies to obtain the smoothness of the medium frequencies and the performance
of the higher frequencies. The trajectory also employs the cubic spline interpolation
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Figure 50. Reference trajectory (UWB) and estimated positions at different fixed
frequencies.

from the validation algorithm.

Second, we perform a continuous flight with a predefined circular trajectory in a
small flying arena where the UWB positioning system is available. The results for
this flight are shown in Figure 50. The leftmost plot shows the reference position.
However, it is worth noticing that the accuracy of the LiDAR, of around 2 cm for
distances shorter than 20 m, is higher than the average accuracy of 10 to 15cm in
the UWB positioning system. Therefore, the trajectory is mere as a reference and
only a qualitative discussion is possible with these results. In any case, owing to the
continuous change in the speed of the MAYV, which is a prior unknown to the tracking
algorithm, again only at frequencies equal or over 5 Hz are we able to track the MAV.
Nonetheless, at 5 Hz the tracking stops before the fourth revolution is completed, and
persistent tracking is only possible when higher frequencies are taken into account.

6.2.5 Summary and Conclusion

We have shown in this section qualitative results that show the performance of the
adaptive tracking algorithm and the same approach applied only to specific scanning
frequencies. From both sets of experiments, the main conclusion is that the adaptive
approach is able to accommodate a wider variety of scenarios. We have been able to
put together the flexibility of high-speed tracking with the robustness of medium fre-
quencies, avoiding the frequent errors of the former, and the lower tracking capacity
of the latter is more challenging conditions.

One key limitation when tracking MAVs, as visualized in the circular trajectory
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experiments, is the low density of the point cloud and the inability to tell the dif-
ference between the MAV’s points and LiDAR noise. This is also due to the low
reflectively of the MAV, and there is thus the potential for mitigation with more re-
flective surfaces that could aid in separating the sparse MAV point cloud from the
LiDAR noise originated due to near objects. As we can see in Figure 48, the point
cloud density near the rear wall is very sparse in some areas, therefore being unable
to reconstruct a robust trajectory as there are multiple options available that would
meet the dynamics and dimensional constraints of the MAV.
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7 Conclusions

This thesis aimed to investigate robust localization, mapping, and tracking algorithms
through the exploration of novel sensors and fusion methods. This encompassed cre-
ating a multi-LiDAR dataset to advance SLAM research, addressing mapping com-
plexities in environments like large-scale forests and GNSS-denied urban areas. The
work also involved devising methods for dynamic object detection and tracking and
enhancing dense mapping capabilities using spinning LiDAR and solid-state LIDAR
technologies.

7.1 Summary and Contributions

The thesis start by studying different modal LiDAR sensors and investigate the state-
of-the-art SLAM algorithms with presented dataset in Chapter 2. The comprehen-
sive LiDAR dataset that includes data from five LiDAR sensors, a LiDAR camera,
and stereo fish-eye cameras, spanning various environments. The evaluation of nine
sequences on two computing platforms focuses on LIDAR Odometry and power con-
sumption. The dataset serves as a benchmark for different localization and mapping
algorithms, facilitating the development of generalized methods for diverse LiDAR
sensors and environments. From the experimental results, it was observed that the
solid-state LiDAR-based SLAM algorithms present the most detailed and clear map.
However, the spinning LiDAR-based method exhibits less odometry drift across dif-
ferent environments. This indicates that each LiDAR has its own advantages, and
fusing these sensors into one LiDAR system can contribute to building a more robust
mapping system

Chapter 3 addressed LiDAR-based global localization challenges in GNSS-denied
unstructured forest environments. An effective segmentation-based approach was
proposed for accurate trunk position detection and Delaunay triangulation-based lo-
calization. This method enables real-time estimation of precise 3D position and
rotation in forest environments, aiding autonomous vehicle localization and trunk
recognition. From the real experiments with data from spinning LiDAR attached
to a working harvester, our semantic graph search approach demonstrated promis-
ing performance in accurately localizing vehicles in challenging forest environments
without GNSS data. This can greatly benefit future fully autonomous harvesters op-
erating in forest environments.
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Chapter 4 delves into another global localization problem, focusing on urban en-
vironments for delivery robots, where pre-built maps are altered, and accurate GNSS
data is unavailable. A sensor fusion method using 3D LiDAR data complemented
with GNSS and inertial data was proposed to rectify corrupted maps. Algorithms
and analysis were tested in the JD Digital Globalization Challenge, where our team
excelled. From the results, LiDAR scan matching against a 3D map provides the
highest accuracy for localization, both in terms of position and orientation. There-
fore, it is essential to take into account different modality sensor data to implement
a more robust approach that is less prone to instabilities and depends less on the
operational environment. While GNSS and inertial data are essential for increasing
localization accuracy, their performance can be affected by the environment. Hence,
it is crucial to detect and minimize the possibilities of unexpected behavior of sensors
for a robust localization algorithm.

Based on the findings from studying different modal LiDARs and IMU sensors
in Chapter 2, and robust localization solutions in Chapters 3 and 4, Chapter 5 intro-
duces a multi-modal multi-LiDAR sensor fusion framework utilizing novel LiDAR
sensors for high-performance localization and mapping in challenging indoor envi-
ronments. The proposed system effectively integrates the advantages of dense point
clouds generated by solid-state LiDAR for enhanced situational awareness and the
larger Field of View (FoV) offered by spinning LiDARs, achieving high-robustness
odometry and producing high-quality maps by utilizing an optimal combination of
cost-effective sensors. Additionally, the proposed framework adopts novel time syn-
chronization, IMU pre-integration, as well as sliding window optimization methods
for state-of-the-art performance. The methods are modularly designed and can be
adapted to other LiDAR combinations systems.

Chapter 6 explores dynamic object detection and tracking techniques for accurate
mapping and multi-robot cooperation, focusing on deep learning-based object detec-
tion and adaptive tracking algorithms in various scenarios, notably human detection
during search and rescue operations and non-repetitive scanning patterns with solid-
state LiIDAR. Our experiments with camera-based human detection reveal correla-
tions between altitude and detection confidence, as well as between confidence and
detection correctness, particularly for detections near actual people and over water
turbulence. Solid-state LIDAR with non-repetitive scanning patterns enables track-
ing of small objects, despite challenges arising from the continuous change in target
speed. Integration at high frequencies results in higher error levels in MAV position
estimation due to fewer detected points, while lower scanning frequencies lead to
highly inaccurate speed estimation. In conclusion, persistent tracking is achievable
only with consideration of higher frequencies.

In summary, this research addressed key challenges in localization, mapping, and
tracking across different sensor modalities, providing solutions for challenging envi-
ronments. Additionally, a large-scale multi-modal multi-sensor dataset was curated
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to aid in the development of generalized localization and mapping algorithms.

7.2 Future Research

This thesis extensively investigates innovative methodologies employing advanced
sensor fusion algorithms to significantly enhance various LiDAR perception tasks,
including global localization, multi-sensor fusion, and object tracking. Despite ad-
dressing some key research problems, further efforts are required to develop a robust,
accurate, and reliable localization and mapping system capable of operating effec-
tively in diverse challenging environments. In the subsequent section, we primarily
explore potential future research directions and address open questions based on our
findings in these areas.

7.2.1 Adaptive Multi Sensor Online Calibration for Life Long Au-
tonomous System

In Chapter 2, we manually measured the intrinsic and extrinsic parameters of pro-
posed multi-sensor data collection platform. The research findings highlight the
potential of integrating multiple sensors to significantly enhance a system’s per-
ception and environmental understanding. However, this integration presents chal-
lenges. The growing number of sensors increases system complexity, posing difficul-
ties for long-term monitoring of intrinsic and extrinsic parameter, which are pivotal
for achieving precision and robustness in state estimation within multi-sensor fusion
algorithms.

Previous studies have introduced various offline approaches for estimating spatial
and temporal sensor relationships [192; 193]. Recent efforts have delved into online
extrinsic calibration for multi-LiDAR systems, as proposed by Jiao etal. [35]. Lee et
al. presented an efficient real-time Multi-State Constraint Kalman Filter (MSCKF)-
based multi-sensor aided inertial navigation system (MINS) [194], integrating data
from cameras, wheel encoders, GPS, and 3D LiDAR with online calibration to en-
sure optimal performance. Online intrinsic calibration has also been addressed in
[195], and camera-IMU extrinsic calibration discussed in [196] for visual-inertial
navigation systems (VINS).

Despite these advancements, the escalating complexity of multi-sensor platforms
underscores the need for further research in adaptive online sensor calibration. Ad-
dressing this challenge requires developing techniques that facilitate real-time and
effective calibration of intrinsic, extrinsic, and temporal parameters across diverse
sensor types and modalities.
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7.2.2 Global Localization in Dynamic Environments

Chapter 3 of the thesis introduces the implementation of real-time, low-cost segmen-
tation, and graph search-based global localization methods in challenging forest en-
vironments. The rapid progress in deep learning techniques has led to the emergence
of more data-driven approaches utilizing semantic object-level global localization
methods.

Multiple approaches involve the conversion of raw point cloud data into a unique
graph representation by aggregating semantic information. These methods employ
deep learning-based techniques to compare the similarity of semantic graphs for
place recognition tasks [197; 23]. Several research studies tackle global localization
challenges by computing discriminative 3D point cloud descriptors using advanced
deep learning techniques [198; 199]. These methods leverage deep neural networks,
such as PointNet, as an initial processing step to extract local features, which are
then aggregated into powerful global descriptors [200; 201]. Additionally, beyond
point-based descriptors, sparse voxelized point cloud descriptors and the 3D FPN ar-
chitecture [202; 203]. These deep learning-based methods introduce powerful tools
to extract both local and global features and have demonstrated promising results.

However, a fundamental requirement for creating a robust, lifelong autonomous
system is the capacity to adapt to dynamic and changing surroundings. Chapter 3
challenges the assumption of a static environment, acknowledging real-world scenar-
ios involving significant alterations, such as terrain changes due to harvesters navigat-
ing through forests or construction robots modifying their surroundings [204; 205].
Devising strategies to achieve robust global localization in such dynamic environ-
ments remains an open challenge that has not yet been adequately addressed.

7.2.3 Enhancing Human-robot Interaction Through Multi-Modal
Multi-LiDAR Fusion

In chapters 5 and chapter 6, our research successfully implemented tightly coupled
multi-LiDAR inertial dense mapping and dynamic object detection and tracking
methods, utilizing dense measurements from solid-state LiDARs. Notably, solid-
state LiDAR holds significant potential in the domain of human-robot interaction,
offering heightened situational awareness capabilities.

Advancements in accurate and user-friendly technologies have progressed along-
side sensor technology. Integrating hand gesture recognition into human-robot in-
teraction has the potential to transform communication, streamlining collaboration.
This innovation promises increased efficiency across applications and tackles chal-
lenges. Li et al. introduced pioneering work [206], presenting a LiDAR-captured
human motion dataset, surpassing RGB-based methods with a deep learning-based
approach [207; 208]. Similarly, Chamorro et al. showcased real-time robot tele-
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portation using deep learning-based LiDAR gesture recognition [209]. They ef-
fectively predicted gestures using Long Short-Term Memory networks. Addition-
ally, Moysiadis et al. proposed an integrated real-time hand gesture recognition
framework for agricultural human-robot interaction [210]. This technology promises
smarter and more user-friendly human-robot interactions.

Future research may emphasize solid-state LIDAR or multi-modal LiDAR-based
gesture recognition to enhance human-computer interaction. Leveraging solid-state
LiDAR capabilities can strengthen collaboration between humans and robots, fos-
tering more intuitive interactions. This progress holds the potential to revolutionize
human-robot collaboration, enabling seamless interactions in dynamic environments
across industries.
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