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Machine learning and pattern recognition is an ever-evolving domain where major 

technological breakthroughs have occurred in recent times. This study aims 

to research the implementability of an innovative framework for hand motion 

recognition using forearm EMG and IMU recordings performed on real-life subjects. 

The literature review focuses on the background of those signals and on the 

characteristics that must be considered to measure and analyse them. The current 

status of hand motion recognition and its use within the control industry are also 

covered. The full process is then detailed, from the presentation of the material 

to the recording of the hand motions and data obtention. The establishment 

of models for the classification processes is presented and thorough analysis is 

performed. The main findings of this research are the great accuracy levels which 

are obtained as well while using full forearm recordings as measurement limited 

to the sole wrist area. These findings make it possible to imagine and suggest 

a future implementation of the technology in the shape of an innovation which 

could have a significant impact on the way systems are controlled. This research 

allows the opening of a new scope of study within the motion recognition world 

and may support future investigations that could result in breakthroughs and have 

a considerable impact on the relationship that humans have with the always more 

complex systems that surround them. 

All the codes used for the purpose of this thesis and that are detailed throughout 

this document are available online at: https://github.com/LukasZehner/Exploring- 

the-Potential-of-ML-in-Hand-Motion-Recognition-Through-Forearm-EMG-and- 

IMU-Data 

Keywords: Machine Learning, Hand Motion Recognition, Electromyogram (EMG), 

Inertial Measurement Unit (IMU), Human-System Interaction, Classification Mod- 

els
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Legal Background 

Before presenting the research work, it is necessary to add a detailed explanation of the 

legal background which must be considered when working with biosignals and especially 

when the project involves recording biosignals on human subjects. The main idea of this 

disclaimer is to allow transparency towards the legal point of view that was considered 

for this project. 

The legal requirements towards a project such as this research considering the Finnish 

law may consist of two main parts: an ethical review and a data protection impact as- 

sessment (DPIA). The following section will detail both of those requirements. 

Firstly, an ethical review consists of a full review of the methods and processes used in 

a research project and must be accepted by the regional medical ethics committee prior 

to the project: “Prior to the commencement of any research referred to in the Medical 

Research Act, the research must have been given a favourable statement by the regional 

medical ethics committee” ( Ethical review in medical research 2023). Nonetheless, not 

all studies involving biosignals require such ethical review. Indeed, as mentioned by the 

legal department and mentioned in the previously provided quote, only “research referred 

to in the Medial Research Act” require such review. Further, the definition provided 

by the Medical Research Act is very explicit as to which studies fulfil the needs: “med- 

ical research means research involving intervention in the integrity of a person, human 

embryo or human foetus for the purpose of increasing knowledge of health, the causes, 

symptoms, diagnosis, treatment and prevention of diseases or the nature of diseases in 

general” (“Medical Research Act” n.d.). 

Based on the definition given by the Medical Research Act mentioned previously. This 

research does not involve intervention on the integrity of any person, as everything hap-
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pens as noninvasive and non-hindering. Additionally, it should be noted that this research 

does not serve any of the aforementioned purposes. In fact, the goal of the study is to 

develop a device which does not include an increase in the knowledge of the health con- 

dition of the subject nor trying to gain knowledge of any sickness of any kind. 

According to the fact that non-medical research that is invasive would still need to be 

evaluated by the ethics committee, it was further suggested to explicitly mention that the 

methods used in this research are surface EMG and surface IMU recordings which implies 

that no puncture, incision, or intrusion within the body occurs. The measuring is based 

on external sensors which do not enter the body, which means that they are non-invasive. 

The conclusion based on those observations is that considering all the previously men- 

tioned information, no ethical review is required, as the definition of medical research 

does not apply in the case of this study. This conclusion was further supported by the 

legal department of the University of Turku (legal@utu.fi). 

Secondly, the data protection impact assessment (DPIA) is required when personal 

data is being handled, which is further defined as data including any criteria which allow 

identifying individuals directly or indirectly (as defined by the legal department of UTU, 

legal@utu.fi). Hence, applied to this research, it can be mentioned that the recorded EMG 

and IMU data themselves do not allow direct or indirect identification of any kind for the 

individual subjects. Hence these signals are not considered to be personal data and do in 

turn not require a DPIA. 

However, it can be mentioned that it was considered to ask subjects for some personal 

information such as their gender, weight, height or whether they perform any physical 

activity. Linking the signals with such information would make it personal, increase the
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required administrative work considerably and while reducing the possible scopes and im- 

plementations of the research. Past research illustrated that the impact of gender, height 

and weight is minimal on the results (Kim, Mastnik, and André, 2008). Further, it can 

be questioned how strongly those features are related to each other. In fact, taller people 

may very likely weigh more than smaller people. In addition to the non-consequent result 

of past studies, the scale in which this research is carried out would not allow to conclude 

that any observable difference could be linked to the mentioned features. Indeed, many 

other factors could have an impact on the quality of the measured data and resulting 

pattern recognition such as moisture level, temperature, subject’s ability to reproduce 

the motion, electrode placement, etc. 

For all these reasons, it was concluded that asking subjects for personal information 

and making the data personal was not beneficial for the scope of this study. Hence, the 

data is kept non-personal and there is no requirement for filling a DPIA. 

Additionally, all the subjects from which IMU and EMG data was recorded were in- 

formed of all of the previously mentioned and discussed elements and have been explained 

what the scopes and objectives of this study are and how the recorded data will be used.
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1 Introduction 

Controlling increasingly complex mechanisms has always been one of the biggest chal- 

lenges of humanity. Early examples of control technology trace back to ancient Greece, 

where gears were used to measure lunar cycles (Edmunds, 2024). The Industrial Revo- 

lution marked another breakthrough, introducing control applications for machines like 

steam engines. James Watt’s centrifugal governor in 1788 regulated machine speed (Na- 

vathale, Paralkar, and Ghorade, 2017). The spread of electricity and telegrams in the 

early 19th century initiated electrical control systems, evolving into feedback control the- 

ory. The digital revolution in the late 20th century popularised computer-based control 

systems, leading to widespread automation. The current world is experiencing rapid 

changes and with the swift evolution of artificial intelligence and virtual reality, it be- 

comes crucial to adapt the way systems and mechanisms can be controlled. 

In the recent past, controlling systems and robotic processes from a distance has be- 

come a major wish and objective of industrial application and most likely one of the most 

important technological breakthroughs of the upcoming decade. In fact, such an imple- 

mentation allowing people to control their surrounding world in a simple and contactless 

way, without the presence of any hindering and space-consuming hardware would be an 

advancement comparable to the removal of the physical keyboard on phones in the past 

decade which was one of the main elements to lead to the worldwide breakthrough and 

emergence of the smartphone. Indeed, over the past recent decades, the introduction of 

the technology of tactile or touch-sensitive screens has been a major breakthrough that 

thoroughly changed the lives of most people. This innovation now plays a constant and 

omnipresent role in society. It became so natural that its presence is often not even 

acknowledged. With the rising widespread of augmented and virtual reality, the disap- 

pearing of physical screens appears as a challenge. How could these new systems and 

mechanisms that occur in a non-physical world be controlled? This research aims to
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present the adaptability of an EMG/IMU-based application that would allow a new and 

innovative versatile approach to the control of complex systems. 

By measuring biosignals in the forearm area, it might be possible to obtain relevant 

information which in turn would allow understanding which hand motion is performed by 

a subject. The idea of this research is hence to measure electrical signals from the fore- 

arm and wrist muscles and the acceleration induced by specific motions and use a variety 

of machine learning algorithms while building different approaches of feature extractions 

from those signals and obtain clear statements on the possible implementation of such 

technology within various possible employments. 

This study starts by explaining the backgrounds of the application by going through 

the methods of recognition of hand motions and detailing the nature and methods of 

acquisition of EMG and IMU signals. After which the methodology of data acquirement 

used within the research is detailed, followed by the process of the establishment of the 

proposed framework. The final analysis details the implementability and suggestion of 

applications based on the obtained results.
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2 Literature Review 

The literature review aims to cover a wide range of topics and provide a deep and thor- 

ough understanding of several aspects. The literature review opens with a discussion of 

approaches that have been used in previous research or introduced within the industrial 

world to implement hand motion recognition, detailing the main methods currently in 

use and introducing certain innovations suggested in recent studies. Following this brief 

summary, the main part of the literature review discusses the two main biosignals which 

will be used in this study: the EMG and the IMU. Their nature and origin are detailed, 

describing the entire processes of acquisition suggested in the literature by covering the 

approaches, possible and usual issues, pre-processing methods and post-processing feature 

extraction. The main objective is to give a thorough and complete understanding of the 

needs and requirements that such methods may include and further develop the steps 

and variations of those methodologies to obtain a global point of view and suggestion of 

approaches which can then be used in a later stage within this study to obtain own results 

and optimise the process to try and fulfil the goals and objectives of the project in an 

adequate manner. 

2.1 Methods of hand motion capture 

Over the past decade, many innovative technologies allowing the remote control of com- 

plex systems based on hand motions have been introduced. The main concepts include 

gesture recognition, motion-sensitive devices, and simple wearable or depth-sensing tech- 

nologies. 

The most commonly implemented technology has been gesture recognition which based 

on a camera identifies the hand motion performed by the person trying to control the sys- 

tem. Examples of products using this technology are for example smart TVs such as
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certain Neo QLED TVs introduced by Samsung in 2022, which allowed motion recogni- 

tion control, yet only in the USA and in Korea (samsung, 2022). This technology allows 

the person watching the TV within others to zoom on the screen, enable subtitles, or 

move the captions by performing pre-defined hand motions while in front of their TV. 

Another example of an implementation of gesture recognition-based control is the 

Spark drone first introduced by DJI in 2017 and has constantly been improved since. The 

main idea of this drone is that it can be controlled using predefined hand gestures which 

are captured by the camera of the drone (dji, 2024). The possible controls include within 

other the possibility to take a picture, record a video, ask the drone to follow oneself, or 

move following the motion of the hand, etc. 

Another common approach to controlling the system remotely using hand motions is 

the motion-sensing device. This method requires the use of an additional device which is 

used as an emitter of a signal which is in turn captured and analysed to control a system. 

If this method has the negative aspect of requiring an additional piece of equipment com- 

pared to gesture recognition, it has usually proved to be more robust. A very popular 

implementation of such a technology is the remote-control system for the Nintendo Wii 

Controllers, where players could mimic a motion while holding the controller in their hand 

which is in turn used as input signal to control a wide range of actions. 

If those methods have shown their implementability and robustness for some, the main 

issue is the constant requirement hindering components or conditions for the controlling 

to work. For example, motion-sensitive control devices require the person to hold a re- 

mote controller in their hand, while gesture recognition technologies require the person 

willing to control the system to stand in front of the device to be controlled and so allow 

the system to capture their motion. All of those issues are still considerable limitations
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towards unobstructed remote control. 

To improve these methods or find new technologies that would allow the reduce those 

limitations, many studies focused on hand motion recognition have been conducted. This 

section summarises the main approaches that are used to recognise hand motion, and 

how those have been implemented and used within different contexts. It can firstly be 

mentioned that the main methods in use currently can be summarised within two ma- 

jor categories: methods based on computer vision, and methods based on instrumented 

gloves (Oudah, Al-Naji, and Chahl, 2020). 

The methods based on computer vision are approaches involving a camera which cap- 

tures visual data of a hand motion, which in turn is recognised through appropriate 

classification methods (Oudah, Al-Naji, and Chahl, 2020). Many studies have shown the 

capacities that using simple cameras such as a webcam can already provide when it comes 

to recognising hand motion. 

One of the main issues with this approach is described as the background issue, which 

occurs when the computer struggles to identify the hand within the environment. This 

can be partly explained by the fact that the skin colour does not always stand out. 

An approach that was suggested to counter the background issue involves the use of a 

glove coloured in specific and outstanding colours as shown in fig. 2.1a. A colour-sensitive 

camera is then used to record the hand motion (R. Y. Wang and Popović, 2009). This 

study then used two of such cameras to obtain a 3D model of the hand, which in turn 

allowed them to obtain information on the performed motion. If this approach provided 

a robust and simple way to recognise hand motions, the use of two external cameras and 

the requirement of wearing a colourful glove makes it not well adapted to the needs of
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most sectors.

 

(a)

 

(b) 

Figure 2.1: Experimental setup: (a) Coloured glove used for motion recognition (R. Y. 

Wang and Popović, 2009), (b) Hand motion capture using reflecting markers (Vignais 

et al., 2013) 

A major implementation of a system using computer vision-based motion recognition 

was made when Microsoft launched the Kinect technology within their Xbox in 2010. A 

combination of cameras and sensors captures depth and colour information of the motion 

of the player. This allows it to create a 3D map of the player’s body which can in turn 

be used to control various aspects of games or other implementations. The active range 

from which a motion could be recognised with satisfying accuracy is from 0.8m to 4.2m 

(sell). Nonetheless, despite a great launch and rapid sales at first, the Xbox Kinect did 

not meet any breakthrough and Microsoft stopped manufacturing its technology in 2017 

(Lee, 2023). Some explanations were suggested for this failure. The main one was the 

fact that the abilities of the Kinect technology were limited and difficult to implement. 

Another element that surely played a role was the additional cost for little added benefit 

(Lee, 2023). These elements can explain the failure from the marketing point of view. 

Another popular implementation of camera-based motion recognition is performed in 

the cinema industry, especially with the emergence of 3D and computer-animated movies,
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or additional platforms (Wendong and Changjun Wang, 2021). It became important to at- 

tach real motion to characters generated artificially. This could be performed by analysing 

the motion of real actors. This method is not directly based on motion recognition from 

computer vision, but rather on the capture of visual sensors which stand out from the 

rest of the image and are hence easy to recognise for the computer. This technology has 

proven to be very robust and has hence become one of the major approaches (Wendong 

and Changjun Wang, 2021). A great illustration of such a process is provided in fig. 2.1b 

(Vignais et al., 2013). In that research, several reflective markers were set on the hands of 

the subjects to in turn obtain information on the occurring motion and allow additional 

analysis of the data (Vignais et al., 2013). This approach shows great robustness and 

accuracy when it comes to capturing hand motions. However, the implementation of such 

a method requires considerable hardware and preparation. Hence, it can be concluded 

that no simple and light use of this technology could be made for other utilisation which 

would require the system to be discrete and non-hindering for the wearer. 

Despite its robustness, it can be questioned how well-suited a system based on external 

vision can be used within the industrial world as well as within society. The breakthrough 

of the smartphone using fingers as the main control scheme is the perfect illustration that 

systems relying on simple control methods have a great chance of success compared to 

systems requiring external sensors. 

2.2 Background on EMG and IMU 

The two types of signals which will be used throughout this research are EMG (Elec- 

tromyogram) and IMU (Inertial Measurement Unit). The first part of this literature 

review aims to provide detailed information on both of these signal types.



 

8 

EMG 

An EMG signal, short for electromyogram signal, is an electrical biosignal generated 

by neuromuscular activity (Rangayyan, 2015). To understand the background of this 

biosignal, it is necessary to acknowledge the functioning process of muscles. Muscles are 

made out of a large number of muscle units. Muscle units (MU) are the smallest segment 

of the muscle that can be activated by intentional effort. These MU are made of three 

main parts: the motor neuron, the axons, and the muscle fibres. The information which 

the muscle must follow is provided by the motor neuron. This signal is then transferred 

through the axons towards the muscle fibres which then contract according to the received 

instruction. Each motor unit generates a contraction. A contraction of a single motor 

unit is known as a single-motor-unit action potential (SMUAP). When a muscle enters 

into action, a vast amount of its single motor unit contracts simultaneously. The resulting 

electrical signal is the summation of the single-motor-unit action potentials. 

IMU 

Inertial Measurement Unit (IMU), is a system of sensors very popular for several ap- 

plications especially in navigation and in motion tracking. This technology is based on 

inertial sensors and is commonly composed of an accelerometer and a gyroscope (Zhao, 

2018). Certain more advanced IMU sensor systems can further be expanded by additional 

sensors such as magnetometer and altimeter (Zhao, 2018). 

The main purpose behind an IMU is to obtain 6-axis information on the motion of a 

system performing a certain motion. The accelerometer records the acceleration of the 

system on a 3 dimensional basis. Further speed and position of the system of interest can 

be obtained following known relations between acceleration, speed and position. Theses 

relations are given in eq. (2.1). Further, angular velocity sensors allow to have information 

on the angular velocity of the system on a further 3 dimensional basis. The combination
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Figure 2.2: Illustration of the function of a 6-axis IMU sensoring for hand motions (Con- 

stant et al., 2021) 

of both measuring devices allow obtaining a 6-axis model of the system.
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(2.1) 

IMUs are usually utilised in systems including moving vehicles or objects as they allow 

obtaining precise information on the trajectory followed by such. However, growing inter- 

est in the use of IMU in the medical domain and especially in the sector of telemedicine 

can be observed (Constant et al., 2021). Such systems would require recording of live 

(bio-)signals to obtain information on health status or activity. In fact, IMU recording 

devices are commonly found in systems such as smartwatches or other devices worn at 

the wrist which aim to record body motions (Constant et al., 2021). An illustration of 

the 6 IMU axis for hand motions is provided in fig. 2.2. 

2.3 EMG signal acquisition 

This section initially aims to describe the two main methods to detect EMG signals and 

understand which method may be the best suited for the purpose of this research. Subse-
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quently, the general method of EMG data recording will be expanded through additional 

necessary methods including pre-processing, segmentation and feature extraction. 

2.3.1 Overview of the general process of EMG recording 

The general process which is followed to work with EMG data acquisition and further 

utilisation within classifier applications is given in fig. 2.3. To give an overview a brief 

summary can first be given. At the beginning of the process, the input is the motion of 

the arm which induces an electrical signal labelled as EMG signal which, captured by an 

electrical sensor, results in a raw electrical signal. This electrical signal must then be seg- 

mented to obtain the information of a single and specific motion and then pre-processed 

adequately. These steps allow the raw signal to become easier to read and understand for 

the next steps of the process. These can be compared to the polishing of a stone after its 

excavation from a mine, allowing it to be smoother and easier to appreciate. Once the 

segmentation and pre-processing are performed, elevant features are extracted from the 

processed signal and stored in a data dictionary for use in the classification process. In 

the following subsections, these steps are detailed, their exact usability and functions are 

explained and the possible upcoming challenges are elaborated.
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Figure 2.3: General process of acquisition of EMG signals (adapted from Parajuli et al., 

2019, Bangaru, Chao Wang, and Aghazadeh, 2022 and Shoemaker, 2016) 

2.3.2 EMG detection approaches 

A first method used to record EMG is the use of intramuscular electrodes. This process 

is also known as intramuscular EMG recording (iEMG). This is an invasive recording 

approach that uses needle electrodes to record EMG signals. This method of detection is 

usually described as very beneficial for neurophysiologists to diagnose diseases as it allows 

a very precise and incisive insight into the EMG signals generated by the muscle (Chan 

et al., 2021). 

In fact, the iEMG approach has several advantages such as fast recording of the EMG 

signal of an individual SMUAP, and clearer recorded signals with a usually better signal- 

to-noise ratio (Chan et al., 2021). For these reasons, the intramuscular method is es- 

pecially beneficial and well-adapted to situations in which the objective is to identify 

disorders within precise and specific muscle areas. Nonetheless, despite these positive
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points, iEMG has several down points. In addition to requiring complex installation due 

to the invasive nature of the method, the collected signals are focused on the specified 

muscle area and hence only target selected motor units which is not as well suited for a 

wider analysis of muscle activity (Chan et al., 2021). In fact, in order to obtain simultane- 

ous information on various muscle units when the overall EMG of a muscle is of interest, 

the number of needle electrodes must be enhanced (Chan et al., 2021). 

Another widely used method to record EMG signals, also known as surface EMG 

(sEMG), consists of recording muscle activity from electrodes set on the skin. This 

method has the benefit of being non-invasive and simple to implement, based on the 

principle of electrolytic conduction to sense and record the electrical signal generated by 

muscular activity (Chan et al., 2021). The electrodes used to record sEMG are usually 

silver-silver chloride (Ag-AgCl) electrodes (Jamal, 2012). To further reduce the occurring 

resistance between the electrodes and the skin and ensure swift and more reliable data 

collection, a gel consisting of an electrically conducting substance is applied (Chan et al., 

2021). 

The main benefit of the surface EMG is its non-invasive approach. This makes this 

method very easy to implement and further straightforward to use (Chan et al., 2021). 

It can additionally be mentioned that from the point of view of the patient, the sur- 

face approach provides considerably more comfort. Nonetheless, it has been mentioned 

that surface EMG is usually limited to the research environment (Felici and Del Vecchio, 

2020). This is mainly because sEMG is harder to calibrate on single muscle units and 

hence usually of less interest for medical and clinical purposes (Felici and Del Vecchio, 

2020). Despite this eventual inaccuracy, surface EMG is especially well suited for sport 

and activity monitoring and research. Its non-invasive approach allows for a wider area 

in which muscle activity can be observed simultaneously while allowing the subject to
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behave in a normal and comfortable way. It can further be mentioned that surface EMG 

is usually more cost-effective than intramuscular needle electrodes (Felici and Del Vecchio, 

2020). 

To conclude, for the purpose of this study, the use of the surface EMG recording 

method appears to be better suited than intramuscular EMG recording. Indeed, the 

objective is to obtain information on the activation of several muscles and hence a vast 

number of single motor units over the forearm. While further emphasising the will to be 

non-hindering for the subjects which hence requires a non-invasive approach. 

2.3.3 Possible issues and interferences occuring during EMG recordings 

Detailed information on the two main existing ways to acquire EMG signals: intramus- 

cular and surface EMG were obtained and detailed previously. It became clear that the 

surface EMG method is better suited for the purpose of this research. However, simply 

sensing data will not allow or ensure that the data will be readable due to various factors 

which may hinder the signal. Indeed, various research has shown that EMG signals are in 

most cases very fuzzy and noisy signals (Kim, Mastnik, and André, 2008 Parajuli et al., 

2019). A wide range of interferences may occur througout the process of signal recording 

when measuring EMG signals. 

Noise 

The most common cause for unclean signals is noise, which can be arise from various 

causes such as electromagnetic radiations, motion artefacts of the electrodes and the ca- 

bles, noise coming from the equipment, or the simple interaction with the different tissues 

(Kim, Mastnik, and André, 2008). And further through the instability and constant vari- 

ation of the signal of interest (Parajuli et al., 2019). Therefore, the first step of most
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research always consisted of using pre-processing techniques which aim to reduce the im- 

pact of the noise on the data and obtain a clearer and more intelligible signal. 

The impact of noise on a signal can be described through the signal-to-noise ratio 

(SNR) of the signal. The SNR represents a ratio between the strength of the signal of 

interest towards the strength of the unwanted noise (Nadipally, 2019). It is a powerful tool 

to describe and understand the clarity of the signal, higher SNR values link to clearer and 

better understandable signals. A clear mathematical definition of the SNR was suggested 

in a study (Yuan et al., 2019). This definition can be adapted by defining two signals: 

sideal, the signal as it would be without noise, and sr eal, the signal as it is measured with 

the impact of the noise. The noise signal n can then be defined as n = sr eal 

− sideal. 

By using the understanding derived from another study (Dicker, 2014), describing the 

SNR as the ratio between the variance of the ideal signal to the noise signal, the SNR 

can be defined as done in eq. (2.2) (Yuan et al., 2019). With this definition, the exact 

understanding of the role of the signal-to-noise ratio becomes clearer.

 

S N R = 

sideal

 

n

 

(2.2) 

An equivalence to the previously given definition was suggested in a further study, 

using the power of both signals (González-Mendoza et al., 2018). Hence leading to the 

corresponding definition given in eq. (2.3).

 

S N R = 10 · log 

P ( sideal)

 

P ( n )

 

(2.3)
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Baseline drift 

Another issue that can commonly occur when recording biosignals including surface elec- 

trodes, as is the case when recording sEMG is the so-called phenomenon of baseline drift. 

This occurrence can be characterised as an inaccuracy or shifting from the actual value 

(Malwade et al., 2013). Several factors can lead to such baseline drift. Firstly, environ- 

mental factors such as temperature, moisture level or external interferences which vary 

between the calibration of the instruments and the recording or throughout the recording 

process can have an impact on the recording, when conditions in which a signal is being 

measured (Grover and Lall, 2020). Secondly, equipment issues, also known as equipment 

drift, can have an influence and is explainable through the ageing of the devices which can 

further accumulate a deposition of unwanted material on the sensing edge and hence hin- 

der the precision of the device (Grover and Lall, 2020). And lastly, physiological changes 

can have an impact on the resulting measured signals (Grover and Lall, 2020). Such 

factors could, for example, be biological variations such as respiration or simple alteration 

in the position of the electrodes over the course of the experiment (Samuel et al., 2019). 

Overall, it can be mentioned that baseline-drift usually occurs in low frequencies (Samuel 

et al., 2019). 

Power-line interferences 

A further common issue that has been observed in the process of measuring biosignals 

such as EMG signals is the concept of power-line interference. Powerline interference 

can be summarised as a type of noise which may arise in an environment where within 

other electrical disturbances occur (Sörnmo and Laguna, 2005). In fact, as mentioned 

previously, the human body is rich in such electrical signals which emerge within others 

around the various muscle activities which constantly happen amidst the body (Sörnmo 

and Laguna, 2005). Further electrical disturbances can also occur during the measuring
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process, such as instrumentation noise (Sörnmo and Laguna, 2005). Those impeding 

electrical signals generate a noise which has been labelled as power-line interferences. This 

noise has the specificity to usually occur around a frequency of 50Hz to 60Hz (Sörnmo 

and Laguna, 2005). 

Aliasing 

Aliasing is an issue which occurs when the sampling frequency is not chosen adequately 

with the signal that is to be measured. If this phenomenon cannot be labelled as an 

interference, it is however crucial to consider this occurrence when working with signal 

recording as shown in a previous study (Samuel et al., 2019). A more detailed under- 

standing of aliasing can be obtained when considering a simple example. Consider a 

study which would have as objective to record a simple ideal sinusoidal signal. Then, 

an adequate way to sample this signal could be performed as shown in fig. 2.4 (a). On 

the other hand, if the sampling frequency were chosen differently, then another sinusoidal 

may seem to fit the recorded values as shown in fig. 2.4 (b). Hence, the obtained signal 

has a new frequency. This phenomenon can be described as the aliasing of the original 

frequency (Hasegawa-Johnson, 2021). To avoid such aliasing, it is usual to follow the 

Nyquist theorem, which states that the highest frequency of the measured signal that can 

accurately be recorded is half of the sample frequency fS 

(Hasegawa-Johnson, 2021). This 

highest measurable frequency is known as Nyquist frequency fN 

and is further defined in 

eq. (2.4).

 

fN 

= 

fS

 

2

 

(2.4) 

Additionally, further study mentioned that aliasing usually occurs in environments in 

which there is a considerable number of high-frequency signals within the recorded data
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(a) Well sampled signal

 

(b) Aliasing

 

Figure 2.4: Example of aliasing which can occur due to undersampling, based on under- 

standing from Hasegawa-Johnson, 2021 

(Samuel et al., 2019). This can be understood through the fact that with higher frequen- 

cies within the flow of signals, the chance that the Nyquist theorem may be disregarded 

increases. Indeed, it becomes more likely that some recorded frequencies surpass half of 

the sample frequency. Following this observation, it was suggested that a high-frequency 

cutoff filter may be used as to filtrate those high frequencies and lower the impact of 

possibly occurring aliasing (Samuel et al., 2019). 

2.3.4 EMG pre-processing and filtering 

According to the understanding obtained on the many issues that may occur during the 

recording of EMG data, it becomes clear that certain measures must be considered. In- 

deed, to enhance the quality of the recorded EMG data, it becomes crucial to increase the
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SNR and reduce the impact of any other factor hindering the quality and intelligibility of 

the signal of interest (Parajuli et al., 2019). 

Firstly, certain measures can already be taken into account during the recording of the 

EMG data. In fact, the fixating of the surface electrodes can be optimised to reduce the 

issue of powerline interferences occurring due to instrumentation noise caused by unwell- 

attached electrodes (Sörnmo and Laguna, 2005). Further study also suggested to include 

an electromagnetic shield within the recording environment (Samuel et al., 2019). Such a 

mechanism would help reduce the influence and impact of possible external electromag- 

netic radiation which in turn would enable reducing the occurring noise and enhancing 

the quality of the recorded signal (Parajuli et al., 2019). However, such a system may 

prove to be challenging in terms of manageability and add great complexity to the whole 

recording process, while no clear result on the actual benefit was mentioned (Parajuli 

et al., 2019 & Samuel et al., 2019). 

Bandpass filter 

Therefore, to fulfil this objective, past research on EMG signals supports the use of filter- 

ing processes as a following step to the data recording of the data, known as pre-processing. 

Many previous studies in the recording of EMG signals agree on the idea of suggesting 

the use of band-pass filters (Simao et al., 2019 & Samuel et al., 2019 & Yuan et al., 2019). 

Band-pass filters consist of a frequency-based filtering method which includes a low-pass 

and a high-pass filter. The concept of such frequency-based filters can be understood as 

systems or algorithms that block or reduce signals within certain range frequencies. In 

fact, a low-pass filter allows signals below a specified cutoff frequency to pass through, 

reducing frequencies above this cutoff. A high-pass filter works analogously, allowing fre- 

quencies above its cutoff frequency to pass through, blocking frequencies below the defined
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cutoff. Consequently, a band-pass filter consisting of a low-pass and a high-pass filter has 

two cutoff frequencies and allows only a band of frequencies between both of those cutoff 

frequencies to pass and blocks any frequencies outside of the scope defined by those two 

cutoff frequencies (Bretherton, 2014). 

The reason why such band-pass filtering is useful when it comes to increasing the SNR 

can be explained by the fact that the high-frequency noise can be reduced (Samuel et al., 

2019). Additionally, as mentioned previously, a past study has revealed that aliasing is 

more likely to occur when high-frequency signals are present within the data. Hence, the 

use of this high-frequency cutoff filter also helps prevent aliasing from occurring (Samuel 

et al., 2019). Further, findings have illustrated that the low-pass filter is often enough to 

eliminate the unwanted impact of baseline drift which usually occurs in a low-frequency 

environment (Samuel et al., 2019). 

It has been shown that EMG frequencies containing information of interest usually 

range from 20Hz to 500Hz (González-Mendoza et al., 2018). Hence it can be expected 

that the frequencies outside of this scope are not relevant to the study of EMG. Conse- 

quently, the bandpass filter cutoff frequencies may be chosen according to the suggested 

range. 

Several studies working with EMG signals have supported the idea of using a bandpass 

filter and illustrated its effectiveness (Afsharipour et al., 2016 & Niegowski et al., 2015 & 

Phinyomark et al., 2014 & Botter and Vieira, 2015 & Giannini et al., 2020). In fact, a 

summary of the found studies that used such a bandpass filter as a pre-processing method 

in a process of EMG recording is shown in table 2.1 in which the low-cutoff frequency, 

the high-cutoff frequency and the sampling frequency are provided if mentioned by the 

corresponding author.
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Author

 

Low-cutoff High-cutoff

 

Sampling frequency

 

Afsharipour et al., 2016

 

10Hz 750Hz

 

2048Hz 

Niegowski et al., 2015

 

10Hz 500Hz

 

2048Hz 

Botter and Vieira, 2015

 

10Hz 500Hz

 

2048Hz 

Phinyomark et al., 2014

 

20Hz 500Hz

 

1024Hz 

Giannini et al., 2020

 

20Hz 250Hz

 

n/a 

Yuan et al., 2019

 

30Hz n/a

 

n/a

 

Table 2.1: Summary of some cutoff frequencies used for the bandpass filtering in past 

EMG related research. 

This summary shows that most of the previous research working with a band-pass 

filter in the context of EMG recording used a low cutoff of around 10Hz and a high cutoff 

of around 500Hz. In addition to this observation, previous literature research on EMG 

pre-processing concluded that the low-frequency cutoff should range between 5Hz to 20Hz, 

and that the high-frequency cutoff should range between 20Hz to 450Hz (Samuel et al., 

2019). However, they further mentioned that the exact value of the used cutoff frequencies 

should be chosen to fit with the precise condition in which the data collection occurred. In 

other words, the filtering should be adapted to the level of interferences occurring within 

the recorded signal in such a way as to obtain an adequate level of intelligibility and allow 

further analysis of the obtained data. 

Notch filter 

In addition to the previously mentioned band-pass filtering, an additional frequency-based 

filter is usually used to lower the influence of the power-line interferences (Samuel et al., 

2019). This is a notch filter. Notch filters are filters that can be understood as a blocking
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Author

 

Cutoff

 

Sampling frequency

 

Phinyomark et al., 2014

 

50Hz

 

1024Hz 

Giannini et al., 2020

 

50Hz

 

n/a 

Niegowski et al., 2015

 

50-60Hz

 

2048Hz 

Samuel et al., 2019

 

50-60Hz

 

n/a

 

Table 2.2: Summary of some cutoff frequencies used for the notch filtering in past EMG 

related research. 

filter which filters out a very narrow band of frequencies (Liu and Blaabjerg, 2021). It is 

usually used to reduce the impact of frequency-specific interferences, which is why it ap- 

pears to be especially effective when lowering the influence of the power-line interferences 

occurring during the recording of EMG signals (Samuel et al., 2019). 

To understand which cutoff frequency is of interest for the notch filtering, several 

previous research linked to the recording of EMG which used such a notch filter and 

mentioned the utilised cutoff frequency were identified and are summarised in table 2.2. 

Following this observation, it becomes obvious that the notch cutoff is usually set around 

50Hz. A similar conclusion was also found by a previous literature research on EMG pre- 

processing which concluded that the notch cutoff is usually around 50Hz to 60Hz (Samuel 

et al., 2019). It can further be mentioned that such a notch frequency is in adequation 

with the previously mentioned frequency at which the power-line interferences usually 

occuring between 50Hz to 60Hz (Sörnmo and Laguna, 2005). 

Other suggestions 

In addition to using a bandpass filter and a notch filter, some studies also included further 

kinds of filtering approaches in their process of EMG data acquisition. In fact, methods
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such as independent component analysis (ICA) and common spatial pattern (CSP) were 

suggested as possible ways to filter EMG data (Parajuli et al., 2019). Independent com- 

ponent analysis (ICA) is a method which makes it possible to separate a signal of mixed 

frequencies into its different signals of origins (Calabrese, 2019). This method is hence 

no filtering, but rather a signal analysis method which can be useful to understand the 

patterns of a signal made up of a range of sub-signals. Common spatial pattern (CSP) 

is an algorithmic method which enables finding patterns within multichannel signals and 

is usually used for EEG applications (W. Wu et al., 2014). EEG (Electroencephalogra- 

phy) is the recording of electrical biosignals occurring due to brain activity. However, the 

study which mentioned using ICA and CSP as preprocessing methods for the process of 

EMG recording did not specify additional details or parameters used for those filters and 

further, no clear outcome or analysis was provided (Parajuli et al., 2019). Nonetheless, a 

further study suggested that CSP could be implemented into a process of multi-channel 

EMG recordings as a method that would improve the consistency and reliability of the 

resulting measured signals, especially in environments in which the muscle force would 

vary (Li et al., 2017). 

To conclude, filtering methods must be considered and implemented to increase the 

SNR and the intelligibility of the recorded signal. The main filters would consist of a 

bandpass filter with cutoffs around 10Hz and 500Hz and a notch filter with a cutoff 

around 50Hz ( ?? & table 2.2). Nonetheless, the cutoff frequencies should be adapted to 

the circumstances of recording and tuned to fit best with the context. Further, additional 

filters can be added to fit the needs and requirements of the research.
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2.3.5 EMG signal segmentation 

Following the filtering of the EMG signal, the influence of possible noise and non-desired 

interferences would be reduced. The next objective is to extract features from this cleansed 

data, on which a later pattern recognition model would be based to classify the data back 

to the original motion. However, this pre-processed EMG signal would generally not be 

considered as a relevant input for the feature extraction due to the randomness of its 

nature (Parajuli et al., 2019). In fact, irrelevant and non-informative segments were also 

captured during the data measuring. For example, it is likely that a time delay was 

recorded between the start of the measuring process and the start of the actual motion. 

Such delays are random non-controllable elements which are not relevant and would have 

a significant impact on the features if not taken into account. Indeed, for the example of 

a time delay prior to the motion, the mean value of the signal would vary considerably 

depending on the duration of this delay. For this purpose, it is imperative to segment the 

data and isolate the information-carrying sections of the signal (Samuel et al., 2019). 

The segmentation method usually used to isolate the relevant sections of the signal is 

the adjacent segmentation approach (Parajuli et al., 2019). This procedure usually uses 

a pre-defined length of consecutive window segments (Samuel et al., 2019). An illustra- 

tion of this method is given in fig. 2.5 (a). In this illustration, the adjacent consecutive 

segments can clearly be observed. The relevant sections are obtained and can be isolated 

to then extract the features based solely on the EMG-relevant segments. 

A further suggestion to perform data segmentation with the idea of isolating relevant 

sections was further suggested as a process based on the amplitude of the EMG signals 

which would recognise the relevant segments (Simao et al., 2019). This method uses an 

amplitude threshold to establish the start and end of the informative sections of the sig- 

nal. This approach also provided great results (Simao et al., 2019).
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Figure 2.5: Illustration of the segmentation of EMG signal from randomly selected chan- 

nels during a hand close task (Samuel et al., 2019) 

Furthermore, an additional reason to consider segmentation is the computing capacity 

of the system when the overall process is performed in real time. In fact, it may prove 

unadapted if the processor had to consider the entire time signal that has been recorded, 

which leads to a great number of data being handled simultaneously. Indeed, previous 

study has shown a certain delay between the motion and the recognition of the motion 

by the system (Samuel et al., 2019). This is especially an issue when the controller is 

expected to make decisions fast, such as in the case of prosthesis control (Samuel et al., 

2019). To reduce this phenomenon, another type of segmentation known as overlapping 

segmentation can be implemented. This method makes use of the idle time to optimise 

full utilisation of the resource available within the processor. The obtained windows of 

segments are hence overlapping with each other by an increment time which is shorter 

than the window length (Samuel et al., 2019). This process is illustrated in fig. 2.5 (b). 

For overlapping segmentation, the size of the set windows is very relevant as it deter- 

mines the amount of EMG data being considered simultaneously by the model of pattern 

recognition (Samuel et al., 2019). Indeed, larger windows would mean that more data
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would be handled which may lead to more accurate results. Nonetheless, it is crucial to 

consider the occurring delay due to computing speed. Hence, it is suggested to optimise 

the window length based on the maximal computing capacity of the system so as to keep 

an optimised stream of data in real-time implementation (Samuel et al., 2019). A first 

example of an optimal window length was given as ranging from 150ms to 250ms by re- 

search in the context of EMG recordings in post-amputation circumstances (Smith et al., 

2010). Another research related to the study of myoelectric signals suggests a window 

length of 250ms (Englehart and Hudgins, 2003). Nonetheless, the window length may 

highly vary on the computing capacity of the system and must be optimised to fit with 

the exact needs of the application (Samuel et al., 2019). 

To conclude, two main types of segmentation can be implemented. Adjacent seg- 

mentation will ensure that the data considered for feature extraction is made out of the 

informative and relevant segments. And further, the second type of segmentation, over- 

lapping segmentation, can be implemented to ensure a more reliable and robust overall 

system, especially if the process performs in real-time conditions (Samuel et al., 2019). 

2.3.6 EMG feature extraction 

Following the signal pre-processing and segmentation, relevant features must be extracted 

from the data. These features will in a further step serve as the input for the pattern 

recognition algorithms which will classify the provided data back to the original motion 

from which the data was created. Several past studies were involved in the process of 

feature extraction of EMG signals. As in any other kind of application, those features can 

be divided into three main categories: time-domain features, frequency-domain features, 

and time-frequency-domain features. The features from the time domain are based on the 

simple signal as such, observed as a time signal. The features from the frequency domain
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will consider the signal as transformed to the frequency domain. Several methods can be 

used to observe a signal from the frequency domain as the Fourier transform, or more 

usually in such applications, the fast Fourier transform (FFT) (Kim, Mastnik, and André, 

2008). Analysing a signal within the frequency gives additional information on the signal 

features. In fact, a signal such as the EMG signal is made of a wide band of sub-signals 

which may all have different frequencies and hence an evaluation of features obtained from 

those various frequency bands may be of interest. And lastly, the time-frequency domain 

will consider features that take into account both the time and the frequency domains. 

The following sections will detail the use of those domains in past studies. 

Time Domain features 

The first domain from which features could be extracted is the time domain. The time 

domain features that were obtained from EMG signals in past studies are summarised in 

table 2.3. A total of 22 different time features could be found in the analysed literature 

and are shown in the table. The features are ordered from the most used to the least 

used. In the following segments, the main features from the time domain will be detailed 

to provide a deeper understanding of those. 

MAV : Usually described as the most popular and one of the most information-carrying 

features of EMG, the mean absolute value (MAV) describes the mean of the absolute value 

of the signal (Chan et al., 2021). The MAV is defined in eq. (2.5) (Chan et al., 2021).

 

M AV = 

1

 

N 

N∑︂ 

t =1 

| x ( t ) |

 

(2.5)
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Time domain features

 

[1] [2] [3] [4] [5] [6] [7] [8]

 

Mean absolute value (MAV)

 

X X X X X X X X

 

Waveform length (WL)

 

X X X X X X

 

Root mean square (RMS)

 

X X X X X

 

Zero crossing rate (ZCR)

 

X X X X

 

Willison amplitude (WAMP)

 

X X X X

 

Slope sign change

 

X X X

 

Variance (VAR)

 

X X

 

Maximum & minimum values

 

X X

 

Standard deviation

 

X

 

Difference absolute mean value (DAMV)

 

X

 

Difference absolute standard deviation value (DASDV)

 

X

 

Simple square integral (SSI)

 

X

 

Myopulse percentage Rate (MYOP)

 

X

 

Sample entropy (SampEnt)

 

X

 

Reduced spectral moment (RMOM)

 

X

 

Irregularity factor

 

X

 

Sparseness

 

X

 

Cepstral Coefficients

 

X

 

Signal length

 

X

 

Auto-regressive coefficients (AR)

 

X

 

Cardinality (CARD)

 

X

 

Mean absolute value slope (MAVS)

 

X

 

Table 2.3: Summary of various time domain features used in previous research in 

context of pattern recognition related to EMG signal recordings. 

Used articles: [1] : Parajuli et al., 2019 ; [2] : Mendez et al., 2017 ; [3] : Kim, Mastnik, 

and André, 2008 ; [4] : Bangaru, Chao Wang, and Aghazadeh, 2022 ; [5] : Simao et al., 

2019 ; [6] : Chan et al., 2021 ; [7] : Samuel et al., 2019 ; [8] : Phinyomark et al., 2014
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WL : The waveform length describes the cumulative length of the EMG wave and is 

defined in eq. (2.6) (Chan et al., 2021).

 

W L = 

N − 1∑︂ 

t =1 

| x ( t + 1) − x ( t ) |

 

(2.6) 

RMS : The root-mean square (RMS) quantifies the overall magnitude of the data while 

considering the squares of the value. In EMG studies, it is usually used to obtain informa- 

tion on the muscle force and observe levels of fatigue (Chan et al., 2021). The definition 

of the RMS is given in eq. (2.7) (Phinyomark et al., 2014).

 

R M S = 

⌜⃓⃓⎷

 

1

 

N 

N∑︂ 

t =1 

x ( t )2

 

(2.7) 

ZCR : The zero-crossing rate describes the number of times the signal crosses the 

zero-axis within the signal length (Torres-Garcıa et al., 2022). It can be otbained by 

counting how many times both following conditions given in eq. (2.8) and eq. (2.9). In 

real applications, the ZCR is usually defined using a threshold ϵ to avoid overcounting 

noise, as shown in eq. (2.9) (Torres-Garcıa et al., 2022).

 

{ x ( t ) < 0 and x ( t + 1) > 0 } or { x ( t ) < 0 and x ( t + 1) > 0 }

 

(2.8)

 

| x ( t ) − x ( t + 1) |≥ ϵ

 

(2.9)
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WAMP : The Willison amplitude is a feature that describes a measure of the changes 

within the signal and is obtained by establishing the number of times that the difference 

of two consecutive points exceeds a certain threshold (Xi et al., 2017). The WAMP is 

defined in eq. (2.10) (Phinyomark et al., 2014).

 

W AM P = 

N − 1∑︂ 

t =1 

[ f ( | x ( t + 1) − x ( t ) | )] 

with : f ( a ) = 

⎧ ⎪⎪⎨ ⎪⎪⎩ 

1 , if a > ϵ 

0 , otherwise

 

(2.10) 

Slope Sign Changes : The slope sign changes feature is a count of the number of 

times that the sign of the slope of the EMG signal changes (Torres-Garcıa et al., 2022). 

The slope sign changes feature increases by one every time that both conditions defined 

in eq. (2.11) and eq. (2.12) are fulfilled (Torres-Garcıa et al., 2022). The threshold ϵ was 

also introduced to avoid capturing sign changes due to noise interferences.

 

([ x ( t ) > x ( t − 1) and x ( t ) > x ( t + 1)] or [ x ( t ) < x ( t − 1) and x ( t ) < x ( t + 1)])

 

(2.11)

 

( | x ( t ) − x ( t + 1) |≥ ϵ or | x ( t ) − x ( t − 1) |≤ ϵ )

 

(2.12)
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VAR : The variance (VAR) is described as the measure of the average power of the 

signal (Xi et al., 2017). It is defined in eq. (2.13) (Phinyomark et al., 2014).

 

V AR = 

1

 

N − 1 

N∑︂ 

t =1 

x ( t )2

 

(2.13) 

Minimum and Maximum : The minimum and maximum values feature simply rep- 

resent the highest and lowest value contained in the EMG signal (Bangaru, Chao Wang, 

and Aghazadeh, 2022). 

Frequency-Domain features 

The second kind of features that can be extracted from the signal are features from the 

frequency domain. To be able to obtain those features, the signal must first be trans- 

formed into a frequency signal which is performed using Fourier transformation or more 

typically fast Fourier transformation (Kim, Mastnik, and André, 2008). The frequency 

domain features that were extracted in the past studies are summarised in table 2.4. In 

total, only six different frequency-based features were used throughout the analysed past 

research. Further, it was mentioned that the features obtained from the frequency do- 

main did not lead to any significant improvement for the following pattern recognition 

system as it appeared that those features did not represent the classes of motions properly 

(Simao et al., 2019 & Samuel et al., 2019). In addition, the feature extraction based on 

the frequency domain required a significantly higher computing capacity compared to the 

feature extraction from the time domain which significantly reduced the implementability 

of such (Samuel et al., 2019).
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Frequency domain features

 

[1] [2] [3] [4] [5] [6] [7] [8]

 

Mean frequency

 

X

 

Median frequency

 

X

 

Frequency ratio

 

X X

 

Power spectral density (PSD)

 

X

 

Fundamental frequency (f_0)

 

X

 

Fourier variance

 

X

 

Table 2.4: Summary of various frequency domain features used in previous research 

in context of pattern recognition related to EMG signal recordings. 

Used articles: [1] : Parajuli et al., 2019 ; [2] : Mendez et al., 2017 ; [3] : Kim, Mastnik, 

and André, 2008 ; [4] : Bangaru, Chao Wang, and Aghazadeh, 2022 ; [5] : Simao et al., 

2019 ; [6] : Chan et al., 2021 ; [7] : Samuel et al., 2019 ; [8] : Phinyomark et al., 2014 

The following section goes over the main frequency domain features mentioned in the 

analysed past literature. 

Mean frequency : The mean frequency represents the average frequency contained 

within the signal (Chan et al., 2021). It is defined in eq. (2.14) (Chan et al., 2021), where 

L represents the length of the power spectrum and pk 

represents the power spectrum.

 

fmean 

= 

L∑︂ 

k =1 

pk

 

L

 

(2.14) 

Median frequency : The median frequency represents the midpoint of the frequency 

distribution, it is the frequency above which half of the total power and below which the
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remaining half lies (Davis, Parbrook, and Kenny, 1995). The median frequency is defined 

in eq. (2.15) (Chan et al., 2021).

 

fmed 

= 

1

 

2 

L∑︂ 

k =1 

pk

 

(2.15) 

Power Spectral Density : The power spectral density is a feature from the frequency 

domain. It describes the power held in the signal as a function of the frequency (Maral, 

2003). As shown in past study, obtaining information on the PSD and clear ways for its 

calculation can end up as a tedious task which has led to several possibilities of approxi- 

mation processes for the PSD (Andren, 2006). In fact, the EMG-related study mentioning 

the use of the PSD as a feature in pattern recognition did not specify the method used to 

obtain the PSD (Maral, 2003). 

Frequency ratio : The frequency ratio is sometimes used as a tool to obtain informa- 

tion on the activity of muscles and has proven helpful to identify whether a muscle is in 

a state of relaxation or contraction (Chan et al., 2021). Past study defined the frequency 

ratio considering: fucl 

and fl cl, the upper and lower cutoff frequencies of the muscle signals 

at low-frequency band, and fuch 

and fl ch 

the upper and lower cutoff frequencies of the 

muscle signals at high-frequency band, and this definition is given in eq. (2.16) (Chan 

et al., 2021).

 

fr atio 

= 

∑︁fu 

cl 

k = flcl 

pk

 

∑︁fuch 

k = flch 

pk

 

(2.16)
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2.3.7 Conclusion process of EMG data extraction 

To conclude the acquisition of EMG signals it can be said that the process of acquisition 

is complex but usually follows a certain pattern. The main step that must be taken into 

account are the correct conditions and considerations of the issues and interferences which 

can occur during the recording process. The post-processing steps are also crucial to en- 

sure the correct readability of the signal and a better result of the feature extraction by 

removing interfering and non-informative signals which would reduce the informativeness 

of the extracted features. The choice of the features has been shown to be crucial. Differ- 

ent studies were reviewed, illustrating the possibility of using a varied range of features. 

Hence, all these elements must be taken into account when building the process of EMG 

signal acquisition and analysis for this research. 

2.4 IMU signal acquisition 

Compared to the numerous research including EMG signals, the use of inertial measure- 

ment units (IMU) has not been as vastly detailed in past literature. Especially for medical 

applications and for research aiming to identify specific motions. Nonetheless, it is inter- 

esting to understand which process is usually followed to acquire IMU data accurately to 

then allow a relevant feature extraction on which the pattern recognition systems will, in 

a later step, be based to identify the motion from which the IMU signal was generated. 

As an overview, it can however be understood that the overall process of IMU data 

acquiring is similar to the previously detailed process of EMG data acquiring. Thus fol- 

lowing the step of measuring, pre-processing and extraction of features.
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2.3.1 Possible interferences and issues occuring during IMU recordings 

In order to apply filters smartly, understanding which interferences can usually occur 

when recording IMU signals is relevant. It has been shown by past studies that good 

results can already be obtained when extracting features from IMU signals without first 

applying any filter or preprocessing technique (Bangaru, Chao Wang, and Aghazadeh, 

2022). Nonetheless, certain interferences may still occur. 

Firstly, the most likely interference to occur is noise. The main concept of noise can 

be understood in the same way as presented previously for the EMG. However, due to 

the nature of the IMU sensors, the reasons why noise would occur in this case could be 

related to ultrasound, radio or electromagnetic waves (Hellmers et al., 2013). Further, 

it was shown that other influencing factors could also have an impact on the quality of 

the measured IMU signals. Such factors could for example be temperature or humidity 

fluctuations (Hellmers et al., 2013). Hence, this illustrates that many interfering factors 

may hinder the measuring of IMU signals and cause a certain noise. 

In addition to noise, in a similar way to the process of EMG acquirement, the issue of 

aliasing should also be considered. For this matter, it is crucial to choose the sampling 

frequency appropriately, in such a way as to ensure the correct acquiring of the signal 

(Hasegawa-Johnson, 2021). 

2.3.2 IMU pre-processing and filtering 

Following the established understanding of the interferences that can occur within IMU 

signals, appropriate filters were found throughout the literature. A common way to reduce
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the impact noise was given as the use of Butterworth filters. As an example, one research 

which measured three-dimensional kinematic motions of surgical tasks with the objective 

to obtain statements on the possibility to measure such motions accurately used a 6 Hz 

4th order Butterworth filter to filter their signals (Morrow et al., 2017). Nonetheless, this 

study was the only found example of research explicitly mentioning the use of such a 

filter. It can however be expected that the use of such a filter is most likely implicitly 

understood when research only mentions the use of filtering as its effectiveness towards 

noise reduction has been shown multiple times (Simao et al., 2019 & Samuel et al., 2019 

& Yuan et al., 2019). 

Extended Kalman-Filter 

Nonetheless, a very common filter used when it comes to IMU recording is the extended 

Kalman-Filter (EKF). IMU signals are usually six-dimensional signals which describe the 

three-dimensional translational acceleration and the three-dimensional rotational speed. 

Hence, the IMU sensor measures the translational accelerations ( x ¨ , y ̈  and z ̈  ) and the an- 

gular speed ( ϕ̇, θ̇ and ψ̇). When the objective of the study is to obtain information on the 

position of the measured system at a certain time, the translational acceleration or the 

rotational speed would be integrated to obtain the desired information on the position. 

In fact, this can be visualised through eq. (2.17) and eq. (2.18). Nonetheless, as shown 

in previous studies, the use of such linear integration leads to a propagating error which 

may greatly affect the result (Hellmers et al., 2013).

 

Translational Position = 
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Angular Position = 
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(2.18) 

To avoid this effect, a process known as the Extended Kalman Filter (EKF) was de- 

veloped. It can be described as an adaptative method which continuously updates an 

adequate estimate of the current state of the system (Hellmers et al., 2013). This method 

was used by several studies which aimed to obtain information on the current position of 

a system based on IMU signal recordings (Hellmers et al., 2013 & Constant et al., 2021 

& Zhao, 2018).
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3 Data Acquisition 

3.1 Requirements 

Based on the previously established understanding, it became clear that in order to es- 

tablish a control system based on recordings, adequate sensors would be needed. Those 

sensors should allow a swift acquisition of the required EMG and IMU signals, and allow 

the subject from which the data will be collected to perform the pre-defined easily. 

Further, in order to acquire data, those sensors would have to be linked to a sensor- 

control unit which would allow the recording of the signals in such a way that the obtained 

data can be used for the post-processing and pattern recognition processes. In fact, sim- 

ply setting sensors such as electrodes for EMG on the skin would not be sufficient to 

record any signal as the sensoring system would lack any data acquisition process. For 

this reason, to effectively record EMG and IMU signals, the sensor system must include 

electrodes which would be set on the forearm, a recording unit and a storage unit. 

Nonetheless, to fulfil the purpose of this study, it must be kept in mind that the 

sensoring system cannot hinder the subject from performing the motion. Indeed, the ob- 

jective is to record EMG and IMU signals of non-hindered and naturally performed hand 

gestures. If the system of recording is restricting the subject due to its size, weight or 

configuration, the hand motion cannot be considered natural anymore and the following 

conclusions that may be obtained would hence become limited to the sole scale of this 

purpose. Hence, it is crucial to keep the recording material as discrete and non-hindering 

for the subject as possible.



 

38 

3.2 Presentation of the material 

As established during the review of previous studies and research, several possibilities 

exist when it comes to selecting material for EMG and IMU recordings. Nonetheless, for 

this study, three main options are considered and evaluated: material from two differ- 

ent companies Open-BCI , Shimmer , as well as non-branded materials available in online 

stores. In the end, it is the equipment by Shimmer that is selected as the main material 

for this study. This equipment and the reasons for its selection are detailed in the follow- 

ing section. The other pieces of material are briefly summarised in the next section, and 

their benefits and negative points are presented and described. 

3.2.1 Shimmers3 EMG Unit 

The material selected to record EMG signals in the forearm region is the Shimmers3 EMG 

Unit by Shimmers . The main reasons why this particular piece of equipment is chosen are 

its usability and implementability which allows a swift and reliable EMG data recording, 

its non-hindering aspect allowed through its lightweight and small dimensions, and the 

ease of acquiring made possible as the company is easily reachable, with convenient deliv- 

ery options to Finland. The following section presents the specifications and components 

of the device and provides an overview of the functioning of the unit. 

Firstly, several specifications of the EMG recording units can be described. In fact, the 

device considered especially easy to implement due to its small dimensions (65 x 32 x 12 

mm) and lightweight (31g) which are considered to make the device “ultralightweight” and 

“compact” (Shimmer, 2023b). The device has a total of five different input connections. 

Two pairs of negative/positive inputs as well as a reference connection are available. It 

can further be mentioned that the ground used is a Wilson-type driven ground (Shimmer, 

2023b). Additionally, more detailed information is provided in table 3.1.
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Weight

 

31g

 

Dimensions

 

65 x 32 x 12 mm

 

Input differential dynamic range

 

approx 800 mV

 

Bandwidth

 

8.4 kHz

 

Ground

 

Wilson Type Driven Ground

 

EEPROM memory

 

2048 bytes

 

Input Protection

 

ESD and RF/EMI filtering; 

Current limiting; 

inputs include defibrillation protection

 

Connections

 

Input Ch1N, Input Ch1P, Input Ch2N, Input Ch2P, 

Reference (Ref)

 

Jack types

 

1mm Touchproof IEC/EN 60601-1 DIN42-802 jacks

 

Table 3.1: Specifications of Shimmer3 EMG Unit (Shimmer, 2023f & Shimmer, 2023b) 

The Shimmers3 EMG Unit is delivered with an elastic strap optimised to fixate the 

sensor around the arm or leg of a subject (Shimmer, 2023f). The five wires which can 

be used to connect the input channels to electrodes are also provided with the unit. The 

sensor device works on an included battery which can be recharged by plugging the de- 

vice to the Shimmer dock which is sold separately by the company and shown in fig. 3.1e. 

The dock can further be used to program the parameters of the unit such as the sample 

frequency, the gain of the amplifier or what signals are to be measured by the device 

(Shimmer, 2023e). 

The internal structure of the Shimmers3 EMG unit as given in the manual provided 

by Shimmer is shown in section 3.2 (Shimmer, 2023b). The five electrode inputs on the 

left side respectively connect to the channels labelled as Ch1N (in red), Ch1P (in brown), 

Ch2N (in white), Ch2P (in black) and Ref (in green). The mentioned colours are referred
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from the block diagram shown in section 3.2, and the same colour code is being used in the 

physical EMG unit as is visible in fig. 3.1a. Following the inputs, defibrillation protection 

is applied. This component protects the measuring device in case of too high incoming 

electrical signals. The exact functioning of the defibrillation protection is however not 

provided (Shimmer, 2023b). 

The two channels Ch2P and Ch2N are then connected to an EMI filter which is de- 

scribed by the company as reducing electromagnetic interferences (Shimmer, 2023b). In 

fact, the literature describes MEI as a simple noise interference which is caused by exter- 

nal electromagnetic waves (Taranovich, 2021). It has additionally been shown that EMI 

can hence lead to undesired effects on measuring devices, inducing unexpected currents 

and voltages into the electrical circuit and thus significantly reducing the performance 

of the equipment (Taranovich, 2021). For these reasons, the use of an EMI filter seems 

beneficial, nonetheless, the exact details of the IMU filter are not provided. 

The signals are further amplified using two programmable gain amplifiers (PGA), be- 

fore being transformed into digital data using a delta-sigma analogue-to-digital converter 

( ∆ S ig ma ADC). The amplifier ensures that the data will have a sufficient amplitude to be 

read correctly by the ADC. The ∆ S ig ma ADC transformed signal is made of 24-bit signed 

integer values for each sample (Shimmer, 2023b). Its functioning can be understood as a 

constant and continuous measuring between a reference signal and the predicted actual 

signal. Those usually use oversampling and noise-shaping methods to achieve a higher 

resolution of the resulting digitalised signal (Z. Tan et al., 2020). Hence, the presented 

EMG unit can measure electrical biosignals from the body such as EMGs and obtain a 

digitalised signal from it. 

The Ag/AgCl electrodes to which the EMG unit connected are the ones sold by Shim-
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(a)

 

(b)

 

(c)

 

(d)

 

(e)

 

(f) 

Figure 3.1: Illustrations of the material : (a) EMG sensor ; (b) IMU sensor ; (c) EMG 

sensor attached to the wrist band ; (d) IMU sensor attached to wrist band ; (e) EMG to 

the charging/programming dock ; (f) electrodes
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Figure 3.2: Block diagramm illustrating the inner structure of the Shimmers3 EMG Unit 

(Shimmer, 2023b) 

mers and shown in fig. 3.1f. Those ECG/EMG snap-on electrodes are pre-gelled and 

feature an adhesive side with non-irritating gel to ensure that the electrodes will remain 

firmly fixated to the skin of the subject while minimising the risk of skin inflammation or 

allergic reaction (Shimmer, 2023c). It further mentioned that those electrodes are made 

of latex-free material which is meant to make them suitable for every type of skin. 

3.2.2 Shimmer3 IMU Unit 

The IMU sensor utilised in this research is the Shimmer3 IMU Unit. This sensor combines 

a variety of subsensors which include an accelerometer, gyroscope, magnetometer, and al- 

timeter (Shimmer, 2023g). However, relevant for this study are only the accelerometer 

and the gyroscope. The accelerometer measures the three-dimensional acceleration how 

the sensor, while the gyroscope measures the rotational speed. The implementation of 

the IMU is thought of as a combination with the EMG to help make the resulting system 

more robust and capture additional information on the motion performed by the subject.
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3.3 Additional material consideration 

As mentioned previously the selected materials for the scope of this study are sensors sold 

by the company Shimmer . Nonetheless, before making the decision to use this equipment, 

additional measurement units are considered. It can be beneficial for future studies on 

similar topics to mention the result obtained from the material research which preceded 

the application study. This section will give a brief introduction and summary on similar 

material by the company OpenBCI as well as on unbranded sensing material. 

3.3.1 Material by OpenBCI 

OpenBCI is a well-known and established company in the sensing domain. The first item 

from that firm that is analysed is the all-in-one emotibit bundle by Open-BCI (OPEN- 

BCI, 2023a). This is shown in fig. A.1a. Although this kit of sensors is very effective, it is 

rather suitable for EDA and PPG measurements, which is hence not ideal for the purpose 

of this study. 

Another device sold by Open-BCI , is of more interest: the low-cost biosensing starter 

bundle (OPEN-BCI, 2023b). This measuring device shown in fig. A.1b has been designed 

to record most kinds of electrical biosignals such as EEG, ECG and EMG. Hence, this 

device may have been of interest. However, the company states that although this kit 

includes a 4-channel Ganglion Board, a Headband Kit, plus the recommended set of elec- 

trodes and accessories, no battery is included. This is why batteries and chargers should 

be ordered separately. As suggested by open-bci is a Lithium Ion Rechargeable Battery 

(500mAh) from adafruit (adafruit, 2023b), shown in fig. A.1c, and its charger from the 

same company (adafruit, 2023a) and shown in fig. A.1d. 

Despite the promising quality and possibilities that seemed acquirable with the pre-
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viously presented equipment by Open-BCI , the fact that the shipment occurred from 

America, and that several pieces of independent equipment would be required to process 

with this equipment made it not ideal for the purpose of this study, especially when com- 

pared to the material used in the end. 

3.3.2 Other material 

Further research is also conducted towards non-branded material. Several various equip- 

ment options are studied. An example is the Grove EMG detector sold on Digi-Key 

electronics (DigiKey, 2023b). This equipment is shown in fig. A.2 

Those elements are, for most, considerably cheaper than the equipments provided by 

well-established companies such as Shimmer or OpenBCI . Yet it is hard to know before- 

hand how well they will perform or how challenging it may be to connect them to a 

computer in such a way as to obtain coherent EMG/IMU data. Hence, making it difficult 

to imagine how well those may work in the end, or to prefer one over another. Addition- 

ally, buying basic equipment will not suffice to record the desired signal in an adequate 

way. As shown previously, accurate and precise recording equipment requires additional 

programming and a more complex structure. And further, as building a measuring device 

would be time and effort-consuming and outside the scope and objectives of this research, 

it is decided to avoid such a solution and prefer fully assembled and working sensing de- 

vices. 

3.4 Presentation of the hand motions 

The objective of this research is to use classifiers to predict which predefined hand motion 

has been performed by a subject based on the EMG/IMU recordings measured from the
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(a)

 

(b)

 

(c)

 

(d)

 

(e)

 

(f)

 

(g)

 

(h) 

Figure 3.3: Hand motions : (a) EMG sensor ; (b) IMU sensor ; (c) EMG sensor at- 

tached to the wrist band ; (d) IMU sensor attached to wrist band ; (e) EMG to the 

charging/programming dock ; (f) electrodes 

forearm and wrist areas. Hence, an important step is to define clearly which hand motions 

are to be performed, so that each subject can perform the motions as similarly and clearly 

as all the other subjects in order to keep consistency within the dataset. 

For this purpose, eight distinct hand motions are defined. Those hand motions are pro- 

vided in fig. 3.3. These hand motions are for some inspired by previous studies (Mendez 

et al., 2017). The main idea is to observe different kinds of hand motions while also having 

certain hand motions that share certain similar aspects. 

The first hand motion (fig. 3.3a) consists of extending the arm and pointing the hori- 

zon with the index while the rest of the hand is firmly closed into a fist. The second hand 

motion (fig. 3.3b) represents a thumbs up with an extended arm. The other fingers are 

grouped into a tight fist. The third motion (fig. 3.3c) consists of extending the arm with
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a closed fist while extending the thumb and the pinky towards the outside of the fist. 

The fourth hand motion (fig. 3.3d) is a simple closed tight fist while expanding the arm. 

The fifth hand motion (fig. 3.3e) consists of turning the arm around and extending all 

the fingers towards the horizons while the thumb is tightly held back within the fist area. 

The sixth hand motion (fig. 3.3f) consists of extending the arm towards the front and 

expanding all the fingers widely. The seventh hand motion (fig. 3.3g) is made by bending 

the arm at a 90-degree angle and rotating the hand so that the nail side of the fingers 

shows towards the horizon. All the fingers are then extended but the thumb is kept close 

to the inner hand. And the eighth hand motion (fig. 3.3h) consists of extending the arm 

while holding the hand into a fist but with the extension of the thumb, the index and the 

pinky. 

It can be observed that certain of these motions share similarities. For example, the 

third and the eighth hand motions solely differ in the extension of the index finger, while 

all the other fingers maintain identical positions. The fifth and the seventh positions are 

also similar in the sense that the main difference is the rotation of the hand while all the 

fingers are in a similar position. These similarities are of great interest for the purpose of 

the research as they represent a challenge for the classifiers which will have to differentiate 

between those hand positions. Hence, including similarities allows observing whether the 

misclassification between certain specific motions is more common than for others. 

The hand motions each occur from the rest position which is given in fig. 3.4. The 

rest position consists of a non-tight extended arm with released fingers. The process of 

measuring will then alternate between the rest position and the position of interest which 

is being recorded at the specific instant during the recording process.
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Figure 3.4: Rest position 

3.5 Recording Process 

After defining the hand motions, the recording process could be detailed. The two sensors 

(IMU and EMG) were first placed on the forearm area of the subject using the straps to 

which they could easily be fixated using the snap clips. The IMU sensor placed on top 

of the forearm so that the positive direction of the y-axis would always face the front of 

the hand. The EMG sensor placed similarly on the side of the forearm. The placement of 

the EMG electrodes would then occur in the following way, based on the understanding 

obtained from section 3.2. The reference electrode placed on the top side of the hand. 

Following the information included in the user manual provided by the company the two 

electrodes forming each of the two electrode pairs would then be placed roughly a few 

centimetres apart (Shimmer, 2023b). The first electrode pair connected to the signals 

Ch1N and Ch1P, as labelled in section 3.2 are placed in the inner elbow region, this area 

is also known as the anticubital fossa . This area seemed of interest as many flexor muscles 

are entwined in this region, and past research has shown that the flexor muscles of the 

forearm are responsible within others for the motion of the hand (Bremer et al., 2006). 

The second pair of electrodes connected to the channels Ch2N and Ch2P and put in the 

wrist area. Many of the flexor muscles are further connected to this region which makes it 

of interest. Further, the aim of this research includes the study of the possible implemen- 

tation of a pattern recognition process in a subtle way, hence it is of interest to measure
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(a)

 

(b) 

Figure 3.5: Experimental setup: (a) upper view, (b) lower view 

the EMG signals from the wrist area to analyse whether motions can be classified with 

only signals from the wrist section. The entire experimental setup is shown in fig. 3.5. 

The sample frequency used for both devices 512Hz. 

The goal of this research is to record signals from those sensors for the eight previously 

defined hand motions. Each motion is recorded ten times on each side, resulting in a total 

of 160 motions recorded per subject. As recording every single motion individually would 

have required great time investment, a solution found. Instead of measuring each motion 

individually, the movements are recorded in sets. Hence, one set would represent a single 

motion repeated ten times. This allowed reducing the number of sets from 160 to 16 and 

made it considerably more convenient for the subjects. However, the issue that arises from 

this approach is that the motions are now recorded as sets and not as individual motions, 

which is not the intended input for the system. For this reason, pre-processing would be 

required to extract each single motion. For this purpose, it necessary to include sufficient
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time between the motions to make it easier to isolate each motion from the overall segment. 

Based on these requirements, the experimental process of data acquisition can then be 

defined. Once the sensors start recording, the subject sets their hand in the rest position. 

This position is then held for five seconds. Then, a pattern of four seconds is repeated 

ten times: on the second one, the hand goes into the desired position. On the second two, 

the hand returns to the rest position. On the second three and four, the hand remains in 

the rest position. After having repeated this pattern ten times, and hence recorded the 

motion of interest ten times, the hand remains in the rest position for an additional five 

seconds before the recordings are ended. This process is shown in fig. 3.6.
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Figure 3.6: Recording Process 

3.6 Isolation process 

Following the recording of the data, one of the major challenges of this study emerged 

with the need to extract a single movement from sets containing ten individual motions. 

This section details the process of movement isolation and aims to provide a thorough 

understanding of the methods and approaches used to extract the data of a single move- 

ment from the recorded data.
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First, it is crucial to remind why the process of data isolation is a necessary step for 

the correct fulfilment of this research. In fact, the main objective is to use algorithms of 

pattern recognition to classify the measured datasets back to one of the eight types of 

motion that are performed. However, the data to be classified must represent a single 

movement and not a signal comprising ten individual movements as is the case with the 

raw data obtained from the recording. An illustration of such a raw signal is shown in 

fig. 3.7 for the example of one of the EMG channels. It is for this reason that the indi- 

vidual movements must be isolated from the full recorded signal.

 

Figure 3.7: Raw signal 

The main idea used to isolate the waves representing individual movement is to use 

a general approach to peak identification within the whole signal. As the rest position 

does not induce any biosignal, the peaks would hence each be part of a movement which 

can in turn be used to detect each signal motion individually. Nonetheless, before this 

process can be applied, the first step is to remove the edges. In fact, when turning the 

recording instrument on and off, it is usual for the subjects to have unwanted tension 

in their arm muscle which creates high peaks which would be problematic considering 

the approach of peak identification for the identification of the waves representing the 

movements. The technique used to bypass this issue involves a five-second wait before 

and after the start of the motion process. As mentioned in the description of the data 

recording process, prior to the first motion and after the last motion, a wait of approx- 

imately five seconds performed. This used to create ‘flat’ signal areas before and after 

the segment of interest. Hence the first step to remove the edges of the raw data signal 

to obtain ‘flat’ starts and ends to the signal as can be seen in fig. 3.8 which illustrates
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the raw signal after the removal of its edges. After this first step, the signal still con- 

tains the ten motion waves but now has ‘flat’ regions prior to and following those motions.

 

Figure 3.8: Signal after edge-removal 

The second main step is to identify the peaks within the signals and to ensure that 

each wave only receives one wave. The EMG and the IMU signals each followed the same 

process. However, as the four EMG channels all had the same time domain, only one of 

the four channels used to extract the segment, usually channel 1, unless the result not 

concluding, then the channel performing best applied. This also ensures that the starting 

and ending times of each individual segment would coincide. The same approach also used 

for the IMU signals, only one channel used to extract the individual motion segments, 

usually the channel of x -acceleration used. 

To identify the peaks within the signal, the following approach followed. The first step 

is to apply a bandpass filter on the signal, this will remove excessive noise and clarify the 

signal, which will in turn make the identification of the peaks more precise and simple. 

The cutoff frequencies are fixed to 20Hz and 250Hz, as well for the EMG as for the IMU 

process. This fixation is inspired by the suggested filters from past research and adapted 

for the purpose of this research (summarised in table 2.1). The signal is also normalised, 

enabling an adjustment of the amplitude or range of the signal to a standardised scale. 

This adds consistency and facilitates a more effective analysis towards peak identification. 

The implementation of the bandpass filtering in Python performed by using the scipy li- 

brary and the butter function which allows the creation of the required bandpass filter 

easily and effectively (Scipy, 2024b). An example of a resulting filtered and normalised
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signal is shown in fig. 3.9

 

Figure 3.9: Signal after the application of the band-pass filter and normalisation 

Following the filtering and normalisation, the waves representing single motions al- 

ready appear more clearly. Nonetheless, by squaring the signal, those waves will come 

out even more clearly and the signal will be entirely positive which will make it especially 

easier to extract maximums. Hence, the signal is squared. This is performed in Python 

by defining a squaring function that squares the signal value by value. An example of a 

signal following the application of the squaring function is shown in fig. 3.10.

 

Figure 3.10: Filtered signal after the application of the squaring 

The following step is to identify a peak for each motion wave that is now clearly 

identifiable in the squared signal as shown in fig. 3.10. To do this, a threshold defined 

manually. Each time the signal crosses the value of the threshold, the algorithm defines 

an area of 1.5 seconds before and 1.5 seconds after the threshold crossing is established. 

The index of the maximum value within this region is saved. It corresponds to the index 

of the peak of the wave representing one of the ten motions. The algorithm then moves on 

by skipping all values in a range of 1.5 seconds from the firstly found threshold crossing. 

This process iteratively goes over the entire squared signal and extracts the indexes of the 

ten peaks. Each peak representing the peak of a wave, in turn representing each single
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motion. This algorithmic approach is provided in alg. 3.1. The resulting identified peaks 

are shown in fig. 3.11. It can be seen that each wave representing a single motion has a 

single peak.

 

Figure 3.11: Filtered and squared signals with the identified peaks 

The following step consists of extracting the individual motions from the overall signal. 

To do so, the previously identified peaks are used. Around each peak, a segment of 1.5 

seconds before and 1.5 seconds after each peak is extracted. This time section is based 

on the fact that each motion performed around one second and hence ensures to cover 

the activation and relaxation of the muscles. The defined algorithm hence cut segments 

of three seconds around each of the identified peaks. Those segments can be visualised in 

fig. 3.12, where the segments extracted from the raw signal are shown in red.

 

Figure 3.12: Signal with edge-removal, with the identified motion segments highlighted 

in red 

The result is an individual signal for each single wave representing an individual move- 

ment. An example of such a single wave is shown in fig. 3.13. 

The whole signal of the isolation of single waves representing individual motions is 

summarised in fig. 3.14. In conclusion, it can be summarised that the main steps of this
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Figure 3.13: One the the ten single movement segments as extracted directly from the 

raw signal 

process are firstly the removal of the edges, secondly, the detection of the peaks, and 

thirdly the extraction of the segments around each peak. As mentioned earlier, the same 

identified peaks from one channel are used to extract the individual waves from all the 

channels of a single signal (IMU or EMG).
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Figure 3.14: Acquisition and isolation of wave signals
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Algorithm 3.1: Peaks extraction

 

Input: signal, threshold, fs 

Output: peak_index : list with the index of peaks 

foreach index in signal do

 

if signal at index is greater than threshold then

 

local_maximal_index ← index 

for local_index in range(index - round(1.5*fs), index + round(1.5*fs)) do

 

Avoid having negative indexes if local_index is less than 0 then

 

local_index ← 0

 

Avoid overshooting if local_index is greater than len(signal) - 1 then

 

local_index ← len(signal) - 1

 

Find index of local maximum if 

sig[loc_idx] is greater than signal[local_maximal_index] then

 

loc_max_idx ← loc_idx

 

Ensure that no peak is saved twice: if len(peak_index) is greater than 0 

then

 

if 

local_maximal_index is not equal to peak_index[len(peak_index) - 1] 

then

 

peak_idx.append(local_maximal_index)

 

Avoid having twice the same peak if len(peak_index) is equal to 0 then

 

peak_index.append(local_maximal_index)

 

Check that next index will not go too far if 

Next segment will not overshoot then

 

index ← index + round(1.5*fs)

 

else

 

index ← index + 1

 

return peak_index
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4 Formulation and Implementation of the Process 

4.1 Preprocessing models 

This section gives an insight into the preprocessing methods that are used in the process. 

The main objective of the preprocess is to transform the raw signals into signals that will 

be easier to analyse and from which the extracted features will deliver better information. 

This allows the machine learning approaches to obtain better results when classifying the 

signals back to the original motion in a later step. The main elements included within raw 

signals which must be removed are the noise and any other unwanted signals. Further, the 

preprocessing must also include a normalisation of the signal which allows an adjustment 

of the amplitude or range of the signal to a standardised scale. This step is crucial to add 

consistency and facilitate a more effective analysis in a later step. 

The main filters that are used are widely suggested in the literature. To increase the 

signal-to-noise ratio, it is usual to apply a bandpass filter (Samuel et al., 2019). Similarly 

to the isolation process, the bandpass filter is implemented using the scipy library and 

the butter function (Scipy, 2024b). The cutoff frequencies which are applied are directly 

inspired by the suggested cutoff in past research (as summarised in table 2.1), and are 

fixated to 20Hz and 250Hz, this allows the removal of the unwanted low frequencies as 

suggested in literature, and the high-cutoff is chosen to ensure the respect of the Nyquist 

theorem based on the sample frequency of 512Hz and to so avoid aliasing. 

Furthermore, a notch filter is also suggested in past research with the objective of re- 

moving power-line interferences (Samuel et al., 2019). Hence, a notch filter is implemented 

using a cutoff at 50Hz. The chosen cutoff frequency is based on the results obtained in 

past research, as several independent studies have illustrated that the power-line inter- 

ferences usually occurred around this frequency, and hence using a notch filter at this
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level of cutoff has proven to increase the reliability and precision of the obtained measure- 

ments. The notch filter is implemented in Python using the scipy library and the iirnotch 

function (Scipy, 2024a). This function is a simple, effective and robust approach for the 

implementation of a notch filter. 

If this filtering approach is specifically designed for EMG signals, it is decided to also 

apply it to the IMU signal. This decision is mainly motivated by the noisy aspect of the 

recorded IMU which would also need to be filtered using a bandpass filter to increase 

the SNR. Further, it is observed that the IMU also seems to be affected by power-line 

interferences. This can be explained by the lab environment which is rich in electronic 

material and devices. Hence the use of the analogous notch filter is further justified. 

And lastly, the use of a single pre-processing method for all the signals made the general 

approach easier, faster and more robust, allowing an individual function to be used and 

hence reducing the computational requirements. 

To conclude, it can be said that the preprocessing is rather simple and basic with a 

single bandpass filter and a notch filter. This approach is, within others, motivated by 

the observation that the raw signals obtained generally appear only minimally affected by 

interferences, and could already be analysed visually. Hence, the preprocessing is rather 

used mainly as a mean of normalisation and in a further objective to idealise the SNR of 

the obtained signals. 

4.2 Features extraction 

The objective at this stage is to develop a system that enables the extraction of a diversity 

of features from the desired signals. In fact, several tests should be run to allow the tuning 

of the systems of pattern recognition that would in turn predict which motion of hand is
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performed by the subject based on the provided features extracted from its signals. This 

section details the approach used to extract the wanted features from the dataset. One 

of the main challenges of the feature extraction for this research is to establish a robust 

method which would allow swift testing based on an editable range of features and number 

of signals within the dataset. This approach of feature extraction is provided visually in 

the form of a block diagram in fig. 4.1. 

The first step in the process of extraction of features in a logical and sensible way is 

to keep the structure of the dataset of signals in mind. Hence, building up on the un- 

derstanding obtained from the data recording, the dataset is a data frame which includes 

a list of N signals. Each single wave for each type of motion for each single subject has 

a different signal. In this context, the use of wave represents the number of the motion 

within the recording process. As the data is recorded by performing ten consecutive repe- 

titions of a single motion, each single individual movement is extracted as an independent 

signal and labelled as a ‘wave’. The format used in fig. 4.1 for illustration purposes is the 

same as the format in which the signals are labelled: sX1m

 

X2
w

 

X3
. This figure illustrates 

the process of data recording. X1 

is the number of the subject, X2 

shows the number of 

the specific type of motion that is performed, and lastly, X3 

is the number of the wave 

which is extracted within a set of ten movements. 

Following a thorough understanding of the formatting of the dataset, the format of a 

single signal must also be understood. In fact, a single signal contains a total of n chan- 

nels. A total of seven channels are recorded for each signal: four EMG and three IMU 

channels. Nonetheless, the system of feature extraction allows choosing which channels 

must be used for the extraction of features. This is implemented within Python by using 

a dataframe formatting which in turn allows to use of the name of the desired channels 

to extract them from the frame.
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At this stage, the feature extraction process extracts the manually desired channels 

from each signal of the database. The following step would hence be to extract the fea- 

ture from each single channel of each single signal. The wanted features are all defined 

individually as functions receiving a list of data and returning the required feature. It can 

be mentioned that the used features are summarised and detailed in the following section. 

The iteration used to extract the features is performed as follows. For each single 

signal, the wanted channels are extracted. Then, for those channels, the features are 

extracted one by one and stored within lists. Each list is hence storing the values of a 

single feature for all the channels of a single signal. Once this first iteration is performed, 

a total of m lists of extracted features, representing the m desired features, are obtained. 

These lists are then stored separately within a large data frame, feature by feature. The 

final format of the overall data frame storing the entirety of the extracted features has an 

individual column for each feature of each channel. In other words, if m features must be 

extracted from signals with n channels, the number of feature columns of the final data 

frame will be the product of m · n . 

This approach has the benefit of being very tuneable and allows the precise extraction 

of the desired features based on the desired channels from the data signals. This ability 

to easily decide which features are being obtained and from which channels is crucial for 

the following steps and tests of the research.
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Figure 4.1: Process of feature extraction 

4.3 k-Nearest-Neighbour 

The following sections present a variety of machine-learning approaches which are used 

to classify the recorded data back to its original type of motion. Each section gives a 

brief introduction to the method and explains its functioning and interest towards the 

objectives of this study. Each section also details how the machine learning approach is 

implemented and used for the purpose of this research. The results of the methods are
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then provided in the following chapters as they are highly dependent on the features used. 

4.3.1 Introduction to the kNN-method 

The k-nearest-neighbours method (kNN) is usually described as one of the simplest and 

most important classification methods and is within the first classification approaches 

ever developed as the first report suggesting the method is published in 1951 (Peterson, 

2009). The K-nearest-neighbours algorithm is a supervised machine learning algorithm, 

which means that it receives labelled data from which it can learn and recognise patterns 

and in turn predict the label of unlabelled data based on its previous learning. A label 

represents the “family” or “group” to which the data element belongs. 

The main idea of the kNN classification is to consider the closeness of data points 

(Steinbach and P.-N. Tan, 2009). The closeness in this context represents similarities 

between various objects. A simple understanding of the process can be obtained through 

the algorithmic representation of the kNN process given in alg. 4.1 (Steinbach and P.-N. 

Tan, 2009). This algorithm can be described as follows. The k-Nearest Neighbors method 

takes a set of training data ( D ), a test object ( zzz ), and a set of labels ( L ) as input. For 

each training object in D , the algorithm computes the distance between the test object zzz 

and each training object. It then selects the k closest training objects to the test object, 

forming a neighbourhood N . Finally, the procedure assigns a class ( cz) to the test object 

by determining the class that maximises the sum of indicator values for each class in 

the neighbourhood N. The indicator function I ( x ) returns 1 if the argument is true (i.e., 

the class of the current training object matches the considered class), and 0 otherwise. 

The result is an effective classification of the test object based on its proximity to the k 

neighbours in the training set.
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Algorithm 4.1: kNN Algorithm (adapted from Steinbach and P.-N. Tan, 2009)

 

procedure kNN ( D , zzz , L ) 

Input: D , the set of training objects; zzz , the test objects; L , the set of classes 

Output: cz 

∈ L , the class of z forall yyy ∈ D do

 

Compute d ( zzz , yyy ) , the distance between zzz and yyy 

Select N ⊆ D , the set (neighborhood) of k closest training objects for z ; 

cz 

= argmaxv ∈ L 

∑︁ 

y ∈ N 

I ( v = class ( cy)) ; 

where the incator function I ( x ) is introduced and returns 1 if the argument is true 

and 0 otherwise 

end procedure

 

The distance can be computed via a wide range of different approaches. Nonetheless, 

the most commonly used methods are the Euclidian distance given in eq. (4.1), and the 

Manhattan distance given in eq. (4.2) (Steinbach and P.-N. Tan, 2009). 

In a two-dimensional environment, the Euclidian distance can be understood as the 

distance described by a direct line between both points. Mathematically, this is obtained 

by calculating the square root of the sum of the squared differences of the coordinates of 

the two points. Extended to a n-dimensional space, the Euclidian distance can then be 

described as in eq. (4.1) (Steinbach and P.-N. Tan, 2009).

 

Euclidian distance: d ( x , y ) = 

⌜⃓⃓⎷

 

n∑︂ 

k =1 

( xk 

− yk)2

 

(4.1) 

The Manhattan distance can be visually understood as the shortest path between two 

points within a two-dimensional grid only using vertical and horizontal motion, and never
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moving diagonally. This is mathematically obtained by computing the sum of the abso- 

lute coordinate differences within an axis of two points. Extended to an n-dimensional 

space, the Manhattan distance is described as in eq. (4.2) (Steinbach and P.-N. Tan, 2009).

 

Manhattan distance: d ( x , y ) = 

⌜⃓⃓⎷

 

n∑︂ 

k =1 

| xk 

− yk 

|

 

(4.2) 

The main tuning possibility for the kNN classification method is the value of the k- 

parameter. In fact, the value of k is the key variable that will influence the process of 

classification and have a major impact on the accuracy of the algorithm. A great illus- 

tration for the choice of the value of k is provided in fig. 4.2. It shows how the value of 

k should be optimised to fit the characteristics of the dataset and labels. Indeed, if k is 

too small, the process will not be able to recognise sufficient similar points and hence the 

learning will not be able to occur satisfactorily. If the value of k is too large, too many 

points which are not of the same label will still be taken into account to understand the 

relationship between the features and the label. Consequently the learning will be mixed 

up, resulting in unsatisfying result (Steinbach and P.-N. Tan, 2009). For this reason, it is 

crucial to test a range of values of k to ensure an optimisation of the process and obtain 

the best possible results, ideally adapted to the available dataset. 

One of the strengths of the k-Nearest-Neighbours algorithm is its simplicity and the 

fact that it does not make assumptions about the distribution of the data which is es- 

pecially interesting when the dataset describes complex relationships. This makes the 

process effective for a wide range of different types of data and further in contexts of 

dynamic changes. Its main weaknesses however are the expensive computational require- 

ments which may occur, especially for large datasets. The algorithm is also sensitive to
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Figure 4.2: Illustration of the importance of optimising the value of k (adapted from 

Steinbach and P.-N. Tan, 2009) 

irrelevant or inaccurate features, and further, wrongly labelled data points and outliers 

may have a great impact on the results. However, the kNN approach remains one of the 

major and most robust methods of classification within machine learning, which is why 

it is chosen to include it in this research. 

4.3.2 Implementation of the kNN-method 

The implementation of the kNN algorithm in Python is performed using the scikit li- 

brary. And more precisely the KNeighborsClassifier function which is included within 

this library (Scikit-Learn, 2023). The use of this predefined function is considered suffi- 

cient for the purpose of this study as it allows the tuning of the parameters of interest 

which are the value of k and the method of calculation of the distance. Hence, using the 

function provided by the scikit library appears satisfying. 

For the method of distance calculation, the previously detailed approach of the Eu- 

clidian distance is preferred. This decision is motivated by the first observation of the 

dataset appearing to be rather random. Therefore, it aims to fulfil a spatially isotropic 

distribution rather than an axis-specific distribution. In addition, for the purpose of even-
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tually adding more motion or features to the overall dataset, the Euclidian distance is 

more versatile and accepts more variation compared to the Manhattan distance as the 

distance is not calculated on an axis-specific basis, which in turn would make the process 

more robust towards change in the used features. 

For each simulation, a range of values of k is tested to obtain the best-suited value of 

k . The following section illustrates the ran tests for k = 1 , . . . , 50 . 

4.4 Gaussian Naive Bayes 

4.4.1 Introduction to the Gaussian Naives Bayes method 

The Gaussian Naive Bayes (GNB) algorithm is another probabilistic classification method. 

The approach bases itself on the Bayes theorem given in eq. (4.3) (Reddy et al., 2022). 

The naive aspect of the algorithm describes the assumption that the features are inde- 

pendent from each other given the class label. This signifies that the process will not try 

to find relations between the features, but rather treat each feature independently to find 

patterns and classify the data. This process allows a simplification which in turn makes 

the computing easier and faster.

 

P ( A | B ) = 

P ( B | A ) P ( A )

 

P ( B )

 

(4.3) 

The GNB algorithm makes use of the Gaussian distribution to classify data. The Gaus- 

sian distribution is given in eq. (4.4), where µ represents the mean and σ represents the 

standard deviation which characterise the Gaussian distribution (adapted from citereddy).
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Figure 4.3: Illustration of the Gaussian distribution based on eq. (4.4)

 

f ( x ) = 

1

 

σ 

√

 

2 π e−
1

 

2
( 

x − µ

 

σ 

)2

 

(4.4) 

This distribution also known as normal distribution is illustrated in fig. 4.3. It can 

be seen that the mean value is in the centre and that the remaining distribution occurs 

symmetrically around it. Further, a typical characteristic of the Gaussian distribution is 

that 68 . 2 % of the area is contained in a range from µ − σ to µ − σ , and that 95 . 4 % of the 

area comprised is in the range from µ − 2 σ to µ − 2 σ . 

The algorithm processes by computing the mean value and the standard deviation 

for each of the provided labels following the definitions given in eq. (4.5) and eq. (4.6) 

(adapted from citereddy). Where ni 

is the number of instances in class i , and xk ,j 

is the 

j -th feature value of the k -th instance in class i .

 

µi,j 

= 

1

 

ni 

ni∑︂ 

k =1 

xk ,j

 

(4.5)
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σi,j 

= 

⌜⃓⃓⎷

 

1

 

ni 

ni∑︂ 

k =1 

( xk ,j 

− µi, j )2

 

(4.6) 

The main reason for using this algorithm as an approach to data classification is to 

analyse the available datasets for potential Gaussian distribution which would in turn 

result in great accuracy using this method. Further, the naive aspect of the algorithm 

would in turn also have an impact on the accuracy of the classification if there is great 

dependency between the features and could indicate and motivate deeper analysis on data 

independence which is indeed performed. 

Overall, it can be concluded that the GNB algorithm is especially interesting due to 

its simplicity and ease of implementation. Further, it is usually described as a computa- 

tionally efficient process, especially with high-dimensional data. Due to its nature, this 

process would work best when the features approximatively describe a normal distribu- 

tion. Nonetheless, the assumption of independence due to the naive aspect can lead to 

inaccuracies in cases where this assumption is not fulfilled by the data. In this same 

idea, for datasets not describing a Gaussian distribution, the algorithm may not lead to 

satisfying results. And lastly, this process has shown to be sensible to irrelevant features, 

which are features that do contribute to the labels targeted by the classification process. 

Despite the unlikeliness of obtaining great results, as it is not expected to observe nor- 

mal distribution within the features of the recorded dataset, trying the GNB approach for 

this classification problem would confirm the assumption and contribute to the analysis 

and research.
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4.4.2 Implementation of the Gaussian Naives Bayes method 

The implementation of the Gaussian Naive Bayes algorithm in Python is performed using 

the scikit learn library (Scikit-learn, 2023). Using the function GaussianNB , a GNB model 

is initiated and trained using the given train data. Using this library to implement the 

algorithm appears widely sufficient to fulfil the objective of this research, as the method 

does not require the tuning of parameters it seems satisfying to perform the classification 

using a library. 

4.5 Logic Regression (One Vs Rest) 

4.5.1 Introduction to the One Vs Rest method 

Regression is another common method that can be used for classification problems. Re- 

gression is a statistical method that models relationships between variables using a math- 

ematical function which can in turn be used to describe the analysed relationship (Freund, 

Wilson, and Sa, 2006). Regression is designed to obtain mathematical functions describing 

patterns between variables and is hence not designed for classification in the first place. 

Nonetheless, methods have been established to allow the use of this powerful algorithm 

for classification problems. The usual procedure used to apply regression to two-label 

classification, which describes classification problems where only two outcomes are possi- 

ble, such as e.g. ‘sick or ‘healthy’, consists of converting the labels into numerical labels 

such as − 1 for ‘sick’ and 1 for ‘healthy’, and then using a threshold, usually 0 . The regres- 

sion process will then result in a mathematical function based on the provided features. 

When predicting the label of unlabelled data, if the resulting value of the mathematical 

function is below the threshold, the first label will be chosen, and the second label will be 

preferred if the resulting value of the regression is above the threshold. So in the previ- 

ously mentioned example, if the mathematical expression results in a value below 0 , the 

regression algorithm will conclude that the provided set of features corresponds to a ‘sick’
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person, and if the result is a value above 0 , the algorithm will conclude that the set of 

features is measured on a ‘healthy’ subject. This method can be summarised by making 

the binary output into numerical values and then using a threshold to apply regression 

as classification (Freund, Wilson, and Sa, 2006). 

While this method is usually considered as rather effective, it has the significant draw- 

back that it is only applicable to binary classification, meaning that it can handle only 

two possible outcomes. In the case of this research, however, the number of possible 

outcomes is greater than two, given that a total of eight different types of motion are 

recorded. For this reason, the regression algorithm had to be expanded to allow more 

possible outcomes. The first method that is applied is known as the One-Versus-Rest 

(OVR) regression method (Vogiatzis et al., 2021). 

The OVR regression approach consists of training a regression model for each label 

class, each model will then decide whether the dataset belongs rather to the specific class 

or any other class. This allows to obtain binary classification, which enables the appli- 

cation of the regression method for classification. To then decide to which class the set 

of features belongs, the algorithm will run each model and try the set for each possible 

outcome. In the end, the class which receives the highest score is chosen by the algorithm 

as a final answer (Vogiatzis et al., 2021). 

In the case of this study, where eight possible outcomes referring to the eight different 

types of motion are available, the OVR process will train eight different regression clas- 

sifiers. Each classifier will predict the likelihood of the set of features belonging to one 

of the motions rather than any other. And the motion receiving the highest fit will be 

chosen as the predicted motion for the given dataset.
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The OVR regression approach for classification is usually described as a simple and 

intuitive method for multi-label classification. The problem is simplified by having a 

unique and independent classifier for each different class, which in turn makes the entire 

algorithm robust and allows it to handle imbalanced class distribution (Brownlee, 2021). 

Nonetheless, the OVR method may not be ideal for tasks with strong label dependencies 

as it assumes independence between the labels. This may also lead to issues in the pres- 

ence of rare classes which would in turn not be treated as such. Further, the algorithm 

appears to be sensitive to outliers which may have a great impact on the individual binary 

classifiers. 

4.5.2 Implementation of the One Vs Rest method 

The implementation of the OVR regression within the Python environment is done through 

the use of the Scikit-Learn library. Firstly, a model of linear regression is initiated us- 

ing the sublibrary linear_model and the function LogicRegression (Scikit-Learn, 2024b). 

This defines a classifier which uses logic regression. To settle the initiated model of linear 

regression into the specific model using the OVR approach, the sublibrary of multiclass 

is used. The function OneVsRestClassifier is in turn used to parameter the previously 

defined model as OVR (Scikit-Learn, 2024d). 

This approach provides the exact need for the establishment of a multi-label classifier 

for the purpose of this research and is hence considered widely sufficient.
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4.6 Logic Regression (One Vs One) 

4.6.1 Introduction to the One Vs One method 

Another approach to adapt regression to classification problems including more than two 

possible outcomes is the One-Versus-One approach. This approach treats each pair of 

labels as a separate regression problem by computing an independent prediction system 

for each pair (Brownlee, 2021). In other words, each pair of labels will be treated as a 

binary classification problem. This approach hence requires computing a large number 

of binary classifiers. In fact, for a problem including k different classes a total of 

k · ( k − 1)

 

2 

different classifiers need to be computed. To predict which class is most likely to be 

the class of the given set of features, the algorithm will then process through each one 

versus one by going over each binary classification and the class receiving the majority 

of votes would then be chosen as the most likely to be the class of the given set of features. 

In the case of this study, a total of 

8 · 7

 

2 

= 28 binary classifiers must be modelled to allow 

the classification of the datasets to the eight possible types of motions that are recorded 

previously. 

This process has several advantages. In fact, it is a simple approach that allows to 

use of regressive classification for more possible outcomes than simple binary problems. 

Further, it handles multi-label classification without explicitly considering the possible 

dependency of the labels. Further, as more regression problems are being run compared 

to the One-Versus-Rest approach, the OVO approach can be expected to provide better 

classification results. Nonetheless, analogously to the OVR, this approach is very sensitive 

to outliers and to label dependencies. Furthermore, the large number of systems that need 

to be computed can quickly become an issue considering the computing capacities. In 

fact, the number of required classifiers increases with the square of the number of classes.
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Nonetheless, for this current research, the number of classifiers that must be computed 

remains acceptable and hence the OVO regressive classification approach is implemented 

and tested for the classification problem of the research. 

4.6.2 Implementation of the One Vs One method 

The implementation of the OVO regression within the Python environment is done in a 

similar way as the OVR approach through the use of the Scikit-Learn library. Firstly, a 

model of linear regression is initiated using the sublibrary linear_model and the analogous 

function LogicRegression (Scikit-Learn, 2024b). This defines a classifier which uses logic 

regression. To adapt the initiated model of linear regression into the specific model using 

the OVO approach, the sublibrary of multiclass is used. Secondly, the function OneV- 

sOneClassifier is used to parameter the previously defined model as OVO (Scikit-Learn, 

2024c). 

The use of this predefined function allowed the generation classifiers fitting to the 

exact requirements for the objectives of this study. Hence, the result of the use of the 

library functions is considered widely sufficient and satisfying. 

4.7 Random Forest 

4.7.1 Introduction to the Random Forest method 

A classification approach that has been described as getting more and more popular by 

the days within the research community is the Random Forest (RF) classification method 

(Parmar, Katariya, and Patel, 2019). RF is an ensemble pattern recognition method for 

classification that proceeds by building a multitude of decision trees during the training 

phase. In the prediction phase, each tree returns a ‘vote’ on the predicted class of the



 

75 

provided set of features. In the end, the algorithm will use the class having received the 

majority of votes as its final prediction (Parmar, Katariya, and Patel, 2019). 

To generate an RF classifier, the following process is followed. Firstly, the training 

dataset is randomly divided into subsets. Secondly, decision trees are trained using sub- 

sets of the training features. For each subgroup within the training data, a decision tree is 

created. This process is repeated for each multiple feature subset until decision trees have 

been created for each subset of the training features. (Parmar, Katariya, and Patel, 2019) . 

To generate the prediction trees, the algorithm proceeds through bootstrapped sam- 

pling. Bootstrapped sampling is a statistical method which draws random subsets of the 

data repeatedly. This allows some data points to be included multiple times which leads to 

enhancing the characteristics of the dataset and further, obtaining a more robust model of 

classification. Using the bootstrapped sampling approach, the RF algorithm trains each 

single tree based on a unique subset of the data (Parmar, Katariya, and Patel, 2019). 

Nonetheless, the RF classification algorithm is known to be a ‘black box’ model, which 

means that the internal workings of the system cannot easily be interpreted or understood. 

The main positive aspects of RF for classification problems are its high accuracy and 

its robustness towards noise. It is usually described as a great algorithm to avoid over- 

fitting (Parmar, Katariya, and Patel, 2019). Nonetheless, the RF approach can quickly 

become complex with a larger number of trees which in turn would impact the computa- 

tional cost. This would especially be an issue for large datasets. Further, the algorithm 

can also tend to show a bias towards the most represented class, which would result in 

low performance for the classification of the minority classes.
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4.7.2 Implementation of the Random Forest method 

The implementation of the Random Forest classification within the Python environment 

is performed using the Scikit-Learn library. To establish such a model of RF, the function 

RandomForestClassifier, from the ensemble sublibrary is used (Scikit-Learn, 2024a). This 

function allows a wide options of parameterising the machine learning model making it 

highly versatile and adaptable to a wide range of individual situations. Hence, for the 

purpose of this research, using the function predefined in the Scikit-Learn environment 

appears as widely satisfying and sufficient. 

4.8 Neural Network 

4.8.1 Introduction to Neural Networks 

Another approach to solving classification problems that has been gaining popularity over 

the past few years is the neural network. The neural network is a type of machine learning 

method that is directly inspired by the structure of the human brain (Y.-c. Wu and Feng, 

2018). It consists of interconnected nodes which are organised in layers. The first layer 

receives the input data, which is then processed within the inside layers more commonly 

called hidden layers , and finally, the output layer provides the end prediction. An example 

of a structure of a neural network is shown in fig. 4.4. This example illustrates a neural 

network with an input layer (in red), two hidden layers (in blue) and an output layer (in 

green).
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Input

 

Hidden layer 1

 

Hidden layer 2

 

Output

 

Figure 4.4: Illustration of a neural network with two hidden layers (adapted from Y.-c. 

Wu and Feng, 2018) 

Each node of the neural network can be pictured as a neurone which passes its input 

through a weighted activation function to produce an output. A commonly used activa- 

tion function is the sigmoid function provided in eq. (4.7). During the training phase, 

the weights of the nodes are adjusted based on the error between the predicted and the 

actual outcomes.

 

σ ( x ) = 

1

 

1 + e− x

 

(4.7) 

Neural networks often include hidden layers between the input and the output. This 

flexibility in structure makes the neural network a great approach for complex classifica- 

tion problems in a wide range of industries and applications such as information, medicine, 

economy, control, transportation and psychology (Y.-c. Wu and Feng, 2018). This versa- 

tility and adaptability are some of the major strengths of neural networks. Further, other 

benefits consist in the concept of parallel processing which allows the network to process 

different tasks simultaneously as the main classification task is being divided within a
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multitude of smaller sub-tasks. This enables faster computation. 

Nonetheless, the approach of neural networks for classification remains a method de- 

manding computational resources which can sometimes take a consequential amount of 

time. Further, neural networks are prone to overfitting, which means that the produced 

model of classification will work very well on the training data without representing the 

phenomenon from which the data is extracted. Which in turn leads to non-satisfying 

results in testing. Furthermore, due to its hidden layers, the neural network is a black 

box method which means that it is not possible to interpret the inner functioning of the 

system once established. This can be an issue when trying to understand correlation or 

build an understanding of a physical process. 

The neural network approach is a powerful classification method which has shown to 

be very effective in many applications. Nonetheless, for the purpose of classifying hand 

motions based on EMG and IMU recordings, no previous study could be found in which 

neural networks have been used. Hence, it is interesting and crucial to implement the 

approach and observe its results for this study. 

4.7.2 Implementation of the Neural Network 

The implementation of the Neural Network Method within the Python environment is 

done differently from the implementations of the previously presented methods. Indeed, 

Neural Network can become very complex and it is nonetheless crucial to follow the pa- 

rameters that occur within the process. Hence, the Neural Network is manually defined in 

Python to ensure that each parameter fulfils the needs and requirements of the purposes 

of this study. 

Overall, one main function is defined. This Python function is used to generate the
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adequate Neural Network with the adapted number of neurons and to then train the so- 

defined model to the available training dataset. The function takes the number of wished 

training epochs as input and returns the weights of the neural network after its training 

as output. The epoch is a concept which refers to the number of passes through the entire 

training dataset that occurs in the training process. Two independent neural networks 

are defined. A first one with one hidden layer and a second one with two hidden layers, 

where the two-layer model is used to try to add complexity and eventual accuracy to the 

classification. 

The function initializes the weights with random values and then iterates through the 

specified number of epochs. Being able to parameterise the number of epochs allows the 

testing phase to try out a range of parameters and obtain statements on which epoch is 

best suited for the classification problem given the specific training dataset. Within each 

epoch, the function goes through each training sample and performs a forward pass to 

obtain a classification output. It then computes the error and updates the weights using 

backpropagation. To obtain the values of backpropagation, the previously presented sig- 

moid function given in eq. (4.7), is implemented within the Python environment. After 

having gone through all the epochs, the final weights defining the neural network are 

returned. This neural network can then directly be used for prediction using the testing 

dataset. 

This implementation is straightforward and simple, yet offers the possibility to control 

with precision each parameter as well as the functioning of the generation of the Neural 

Network, enabling customisation to best fit the objectives of this research.
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4.9 Techniques of result analysis 

Following the establishment of the general procedures of pre-processing and extraction of 

features, and the presentations of all the used machine learning approaches and how those 

are implemented, the tools which will be utilised to obtain information on the results ob- 

tained during the process of pattern recognition and classification must be presented. 

The general approach to identify and graduate the result of a classification procedure 

is based on the visual method of the confusion matrix. A confusion matrix is a table that 

compares the real labels of the dataset to the labels that the machine learning method 

predicted for the dataset. The most basic and standard way to visualise a confusion ma- 

trix is in a two-dimensional state where the classification only has two possible outcomes, 

positive or negative. Such a two-dimensional confusion matrix is given in fig. 4.5. This 

illustration can easily be understood with the example of trying to predict if a patient 

suffers from a sickness. In this case, the real labels state whether the patient is positive 

or negative to the sickness. The classification process predicts the health status of the 

patient based on other features and provides its prediction. The true positives (TP) are 

subjects who are positives and are predicted correctly as positives by the classification 

process. The true negatives (TN) represent the subjects who are negative to the sick- 

ness and are identified as such by the classifier. These two categories correspond to the 

true categories, which indicate the datasets which the classifier correctly predicted. On 

the opposite, the false positives (FP) are subjects who are negatives but are labelled as 

positives by the classifier. The false negatives (FN) are subjects who are positive but are 

predicted to be negative. The FP and the FN are categories which represent cases in 

which the classifier wrongly attributed the subject, i.e. the set of features of the subject 

to the wrong label. The concepts of TP, TN, FP, and FN are the bases on which all the 

analyses of the performance of the classification process are set.
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Figure 4.5: Basic confusion matrix (adapted from Mohajon, 2020) 

The general confusion matrix represents cases where only two labels are available as 

outcomes. Nonetheless, in certain cases such as in this study, the possible outcomes are 

more numerous than two. Hence, in order to obtain an analysis of the performance of the 

classification, the basic concept of a two-dimensional confusion matrix can be expanded 

into an n -dimensionality as follows. The illustration of such an extended n -dimensional 

confusion matrix is shown in fig. 4.6 (Mohajon, 2020). In this case, it can be seen that 

the labels 1 to n are displayed within a square matrix. The diagonal represents all the 

labels that are correctly predicted by the classifier. The other entries however represent 

the datasets where the classifier predicted the wrong label for the provided data element. 

The first column for example shows all the elements that are in truth from the first la- 

bel, however only the elements which are in the first row and have been predicted correctly.
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Figure 4.6: Illustration of an n -dimensional confusion matrix 

In an n -dimensional confusion matrix, the concept of positive and negative that is 

detailed previously can also be applied. This can be done by considering each label in- 

dividually. By taking into account the label x as positive, any other label would become 

negative. In this case, a binary classification can be seen, and the previously introduced 

concepts of TP, TN, FP, and FN can be adapted. This adaptation is especially interest- 

ing and necessary for further analysis which relies on features that will be detailed in the 

following section. To extend these concepts to the n dimension, each label is considered 

individually, which means that the TP, TN, FP and FN will vary depending on which 

label is considered (Mohajon, 2020). For the x label, the TPs are the elements from label 

x which are correctly classified as label x . The TNs are all the elements which are not 

from x and are labelled as not being from label x . The FPs are the elements which are 

not from label x but are classified as label x . And lastly, the FNs are elements which 

are not labelled as x but are in fact labelled x . An illustration of this adaptation to the 

n -dimension is shown in fig. 4.7. In this example, the second label is picked out and the
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TPs, TNs, FPs, and FNs are shown in the confusion matrix.
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Figure 4.7: Illustration of an n -dimensional confusion matrix 

In the following segments, the specific analysis features that can be obtained from 

a confusion matrix are explained and detailed. The main feature that can be obtained 

from a confusion matrix is the overall accuracy. It describes how well an n -dimensional 

classification is performed by giving the quotient of the sum of all correctly attributed 

elements (the diagonal shown in fig. 4.6) and all the elements that are classified, hence 

the global accuracy is defined in eq. (4.8).

 

Accuracy = 

Correctly classified elements

 

All classified elements

 

(4.8)
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The next features that can be extracted from the confusion matrix are, for the case of 

a confusion matrix of n-order for n label, dependent on the label that is being analysed 

as has been previously illustrated in fig. 4.7. The first feature that can be extracted is the 

label-specific accuracy. It is defined as the quotient of the true positives (TP) and the 

sum of all the elements available that have been classified. The label-specific accuracy is 

defined in eq. (4.9) (Mohajon, 2020).

 

Label Accuracy = 

T P + T N

 

T P + T N + F P + F N

 

(4.9) 

The next feature that can be extracted from the n - dimensional confusion matrix is 

precision. The precision is a feature that indicates the proportion of elements that are 

classified as the label of interest that are actually from this label. The label precision 

is obtained by dividing the number of TPs by the sum of TPs and FPs, as shown in 

eq. (4.10) (Mohajon, 2020).

 

Label Precision = 

T P

 

T P + F P

 

(4.10) 

Following, the next feature that can be extracted is the label-specific recall rate. It 

indicates the proportion of elements from the label of interest that is classified correctly 

as the label being analysed. The label-specific recall rate is obtained by dividing the TPs 

by the sum of TPs and FNs, as shown in eq. (4.11) (Mohajon, 2020).
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Label Recall = 

T P

 

T P + F N

 

(4.11) 

Lastly, the last feature that can be extracted from the confusion matrix that is used 

in this case study is the F1 rate. It can be mentioned that more features can also be 

extracted such as the misclassification rate or the specificity, nonetheless, those are not 

as informative in this case and are hence not extracted in the analysis process to ensure a 

better readability of the results. The label-specific F1-rate combines the precision and the 

recall rate into a single feature and can be calculated as defined in eq. (4.12) (Mohajon, 

2020).

 

Label F1-Rate = 

Precision · Recall

 

Precision + Recall 

= 

2 T P

 

2 T P + F P + F N

 

(4.12) 

To conclude, the analysis of the results obtained from the classification processes will 

mainly be performed through the concept of the confusion matrix. The confusion matrix 

is usually defined as a two-dimensional concept but is expanded to fit the classification 

problem of higher dimensions. Various features which can be extracted from confusion 

matrices of n order are defined. The main feature is the overall accuracy which delivers 

information on the accuracy of the classification process.
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5 Models Implementation 

This section details several individual models that are designed to classify the recorded 

data back to the type of motion. In this context, a model is defined by the use of certain 

specific features. In fact, for each mode approach, several pattern recognition methods 

that have been presented in the previous section are used. Nonetheless, it is the level of 

features that impacts the resulting classification. The objective of this section is hence- 

forth to develop various models, each with various objectives as to create knowledge 

towards the main objective of this research. It can be reminded at this point that the 

main target is to obtain a statement on the feasibility of a control scheme based on pat- 

tern recognition that would classify hand motions from the forearm, and ideally wrist area. 

5.1 First Model: Basic Time Features 

5.1.1 Model Definition 

The first model approach uses the most standard and common features provided by the 

literature research. Past studies have in fact mainly concluded that the best features to 

use when studying EMG signals and trying to classify the signals back to a previously 

defined motion for varied applications are time-domain features. In particular, the most 

commonly encountered features and those usually described as the most information- 

carrying as shown in table 2.3.Those features are the mean absolute value (MAV), the 

waveform length (WL), the root mean square (RMS) and the zero crossing rate (ZCR). 

Those features have all also been defined in eq. (2.5) to eq. (2.9). 

Therefore, it is reasonable to use those four features as a first base to test the imple- 

mented methods of pattern recognition. The definition of the first model is hence given 

in model 5.1.
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Model 5.1: Basic Time Features

 

Input signals:

 

• EMG: ch1, ch2, ch3, ch4 

• IMU: ax, ay, az 

Preprocessing:

 

• Normalisation 

• Bandpassfilter (20Hz, 250Hz) & Notch-filter (50Hz) 

Features:

 

• Time-Domain: MAV, WL, RMS, ZCR 

• Frequency-Domain: /

 

5.1.2 Model Results 

The previously defined model approach is then applied to each of the presented machine 

learning algorithms that have been detailed in the previous section. 

For the kNN algorithm, a range of values of k is tested from k = 1 , . . . , 50 . The 

resulting accuracies for each value of k within this range are shown in fig. 5.1. Overall, 

although a brief increase can be observed at the start for small values of k, the accuracy 

swiftly drops with an increasing value of k. This phenomenon can be understood due to 

the limited number of data representing each motion. Hence, a maximum in accuracy is 

reached at 0.69 for k = 4 . 

Another classification method for which the main parameter is tested and adapted 

iteratively as a range of values is the neural network approach. In this case, the parame- 

ter that is tested is the epoch value, or the number of passes through the entire training
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Figure 5.1: Accuracy of the classification over the value of k for the kNN algorithm using 

the pattern of Model 1 

dataset that occurs in the training process. Values from 100 to 5000 with a step of 100 

are tried out. The resulting accuracies are shown in fig. 5.2. It can be seen that for 

values from 100 to around 1500, the accuracy gradually increases. After this, it reaches 

a maximum accuracy of around 0.53, a value around which the increase in the number 

of epochs only has a small impact. This random ‘noise’ around this value of accuracy 

despite the increase in the epoch value can be understood by the concept of the neural 

network. Indeed, the process always starts by setting the weights of the neural network at 

random values. Hence, from a certain level of epoch, or passes through the dataset, the 

weights reach a maximal adaptability over which an increase in passes only has a small 

influence. And further, the random set of the starting weights also impacts the end results 

as running the same process twice will never return the exact same accuracy. Nonetheless, 

it can be seen that the maximal accuracy is reached for a value of 4000 epochs and this 

accuracy is at 0.57. 

The overall accuracies of each of the classification methods for the first model are 

summarised in table 5.1. This overall accuracy expresses the proportion of motions that
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Figure 5.2: Accuracy of the classification over the value of epoch for the Neural Network 

algorithm with 1 hidden layer using the pattern of Model 1 

are identified correctly by the classifier within the testing dataset regardless of the type 

of motion. The higher the accuracy, the more motions have been identified correctly. The 

threshold of randomness is at 0.125, as a total of eight motions are possible and hence, 

the classifiers have the choice between eight individual outcomes. Therefore, a classifier 

that would predict the motion on a total random base would have an expected accuracy 

of 0.125. 

It can be seen that most methods have an accuracy that ranges between 0.6 and 0.7, 

which can already be considered satisfying, taking into account that no optimisation has 

been done at this point and that only the most basic and common features have been 

implemented within the model. The machine learning algorithm that provides the best 

accuracy is the one-versus-one regression with an accuracy of 0.71. 

Nonetheless, an exception occurs with the case of the Gaussian-Naïve-Bayes which 

has an accuracy significantly lower than the other approaches with a value of 0.39. This 

worse result can be explained by the nature of the GNB method, which is based on
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Pattern Recognition Method Accuracy

 

kNN 0.69, k=4 

GNB 0.39 

OVR 0.69 

OVO 0.71 

RF 0.68 

NN-1 0.57, p=4000 

NN-2 0.57

 

Table 5.1: Summary of the accuracies obtained for the process for the model 1 

Gaussian distribution. Hence, this classifier is not very effective in cases where the data 

distribution does not follow such a Gaussian distribution. Therefore, it is likely that the 

provided dataset of features does not follow such a distribution and hence the result of 

the classification is not ideal. 

Two different neural network methods have been implemented for the first model. A 

first one with a single hidden layer (NN-1) and a second one with two hidden layers (NN- 

2). The neural network with a single hidden layer is tested on various values of the epoch, 

and the best resulting accuracy is obtained for p = 4000 . Due to computational limita- 

tions, such an iteration could not be performed with two hidden layers, hence the epoch is 

set at p=1000, which is the value of epochs observed in the one hidden layer model, from 

which accuracy starts to settle, and minimal increase follows. The resulting accuracies 

of both neural networks are slightly lower than the other well-performing methods, both 

with results of respectively 0.57. 

The accuracies provided and summarised in table 5.1 are obtained using the confu- 

sion matrices of each method. Those confusion matrices are shown in fig. 5.3. It can be
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mentioned that for visual reasons and purposes of consistency, the confusion matrix of 

the neural network with two hidden layers is not provided. For most of the confusion 

matrices, a clear diagonal of correctly classified motions can be observed. The confusion 

matrix that most comes out and differs from the other is the confusion matrix for the 

GNB approach shown in fig. 5.3b. This indicates the lesser performance of the GNB 

approach for the purpose of this research. 

From these confusion matrices, a broad observation can be made that certain motions 

have sometimes been mistakenly identified as another more recurrently. For instance, 

motion number 8 has repeatedly been wrongly identified as motion number 3 by all the 

classifiers. This may eventually be explained by the closeness and similarity of those two 

motions, yet this observation cannot be made in the other way. In fact, motion 3 has 

rarely been identified as motion 8.
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(a)

 

(b)

 

(c)

 

(d)

 

(e)

 

(f) 

Figure 5.3: Confusions matrices for Model 1, for classification methods : (a) kNN ; (b) 

GNB ; (c) OVR ; (d) OVO ; (e) RF ; (f) NN with 1 hidden layer
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5.2 Second Model: Basic Time and Frequency Features 

5.2.1 Model Presentation 

A surprising statement that has come up during this research is the fact that past studies 

claimed features from the frequency domain did not lead to any improvement when trying 

to recognise patterns within EMG signals being recorded on similar motions (Simao et al., 

2019 & Samuel et al., 2019). Despite this claim, the second model aims to improve the 

results obtained by the first model by expanding the basic set of features from the time 

domain with the most common feature from the frequency domain: the mean frequency 

fmean. 

Hence the second model can be defined as in model 5.2. The input signals and the 

preprocessing are the same as in the first model. Further, the features from the time 

domain are also kept identical. The only expansion is that the second model now has a 

new feature, from the frequency domain: fmean.

 

Model 5.2: Basic Time and Frequency Features

 

Input signals:

 

• EMG: ch1, ch2, ch3, ch4 

• IMU: ax, ay, az 

Preprocessing:

 

• Normalisation 

• Bandpassfilter (20Hz, 250Hz) & Notch-filter (50Hz) 

Features:

 

• Time-Domain: MAV, WL, RMS, ZCR 

• Frequency-Domain: fmean
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5.2.2 Model Results 

This subsection now details the results of the classification performed by the pattern 

recognition algorithms based on the second model. 

Analogously to the previous model, the value of k is also iteratively tested for the 

kNN model. Similarly, a range of values from k = 1 , . . . , 50 is tested. The best value of 

k is found at k = 7 with a best accuracy of 0.71. Similarly to the observation made for 

model 1, a slight increase in accuracy can be observed at the beginning of the increase 

in the value of k, but from a certain value around 7 or 8, a linear decrease in accuracy 

can be seen. Analogously, this phenomenon can be explained by the limited number of 

elements of the same motion available within the dataset and hence in the test set. This 

has as a consequence that from a certain value of k, the neighbours that are taken into 

consideration to predict which motion the element comes from are not from the same 

motion anymore as too many non-relevant items are being considered.

 

Figure 5.4: Accuracy of the classification over the value of k for the kNN algorithm using 

the pattern of Model 2 

Furthermore, the process of iteration to determine an adequate value of epoch for the
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neural network with a single hidden layer is also performed, with an epoch value ranging 

from p = 100 , . . . , 5000 in steps of 100. The resulting value of accuracy over the set value 

of the epoch is shown in fig. 5.5. A quick increase can be observed at the start as the 

accuracy ascents rapidly from around 0.25 to around 0.55 within the first few increases. 

From a value of p = 700 , the accuracy remains around 0.55 with a noisy behaviour around 

that value. A maximal value is reached at p = 4900 , with an accuracy of 0.57. Nonethe- 

less, this maximal value is different every time the classification is reset. This can be 

understood by the fact that the initial weights are set randomly and that the final result 

is very dependent on those. This phenomenon has already been observed for the first 

model but is especially clear in this example.

 

Figure 5.5: Accuracy of the classification over the value of epoch for the Neural Network 

algorithm with 1 hidden layer using the pattern of Model 2 

All the overall accuracies obtained by each of the machine learning methods for the 

second model are summarised in table 5.2. The first observation that can be made is 

that each individual accuracy is higher compared to the accuracies obtained for the first 

model. Most methods have an accuracy that ranges between 0.7 and 0.8, with a minimal 

accuracy anew set by the GNB method at 0.46. This again remains the lowest result,
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illustrating that no clear Gaussian distribution is included within the recorded dataset. 

The highest accuracy is reached by the one-versus-one regression method with a value 

of 0.81. Such a level of accuracy can already be considered very satisfying. All the re- 

sults despite the GNB approach can be considered satisfying at this stage. Naturally, the 

bad results of the GNB can also be related to the likely non-gaussian distribution of the 

dataset. Hence, it can be summarised that a clear increase in accuracy, regardless of the 

use method of pattern recognition, can be observed when adding a basic feature from the 

frequency domain. However, this increase is considerably higher for certain methods com- 

pared to others. For instance, the accuracy of the OVO method increases by 0.1, while 

the accuracy of the kNN approach only rises by 0.02. Hence, it can be concluded that 

the observation and derived statements made in previous research claiming that features 

from the frequency domain only have minimal impact on pattern recognition for EMG 

signals (Samuel et al., 2019) do not exactly meet the observation that can be made in this 

current study. It can be mentioned that this increase is highly dependent on the method 

and approach of machine learning used in the process. And additionally, it must be kept 

in mind that the current research is further using IMU signals and extracting features 

from those, which is not performed in the past research and may hence be an additional 

explanation for the difference in observation. Nonetheless, this result illustrates the im- 

pact that frequency domain features can have in the melioration of accuracy. 

The confusion matrices resulting from the classifications of the second model are given 

in fig. 5.6. Similarly to the results of the first model, clear diagonals are visible repre- 

senting the correctly recognised motions. The analogous observation made previously 

about the recurring confusion between certain motions can be made in this case, too. In 

fact, motions 2 and 4 are usually mixed up, this is especially visible for the RF predic- 

tion in fig. 5.6e. And the motions 3 and 8 are also confounded on several predictions.
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Pattern Recognition Method Accuracy

 

kNN 0.71, k=7 

GNB 0.46 

OVR 0.76 

OVO 0.81 

RF 0.74 

NN-1 0.67, p=4900 

NN-2 0.64

 

Table 5.2: Summary of the accuracies obtained for the process for the model 2 

This is especially to be seen in the predictions of the OVO in fig. 5.6d and OVR in fig. 5.6c. 

5.3 Third Model: Dimensionality Reduction 

5.3.1 Introduction to dimensionality reduction 

At this point, a model that delivers satisfying results has been obtained. Nonetheless, this 

model includes a total of 5 features for each signal which may eventually deliver analo- 

gous information to the classifiers. This can be investigated through a feature correlation 

analysis. A correlation score is a measure that describes the degree to which two variables 

change together. A positive correlation suggests that as one variable increases, the other 

tends to increase, while a negative correlation indicates that as one variable increases, the 

other tends to decrease. 

The relevance of such an examination is to attempt to reduce the number of features 

used in the model while keeping similar accuracy levels in the classifications. By reducing 

the number of features, the model would become more robust and would further require
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(d)

 

(e)

 

(f) 

Figure 5.6: Confusions matrices for Model 2, for classification methods : (a) kNN ; (b) 

GNB ; (c) OVR ; (d) OVO ; (e) RF ; (f) NN with 1 hidden layer
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less computation time. Which in case of a real-time implementation of the model would 

be highly beneficial and required. In fact, simpler models are less prone to lagging and 

hence of great importance when considering the quality of the final system. 

Hence, a correlation analysis is performed on the features that are extracted on model 

2. To do so, the .corr() Python function for pandas Dataframe is used (pandas, 2024). 

The result is a square matrix that gives the correlation score between all the provided fea- 

tures. The correlation scores are then rounded for clarification purposes and transcribed 

as a heat map, to allow a better visualisation of the result of the analysis. The result is 

given in fig. 5.7. 

The first element that can distinctively be observed is the diagonal of one. This di- 

agonal is characteristic of a correlation matrix as it represents the correlation between a 

feature and the feature itself, which is hence always one. The next obvious element that 

can be noticed is the three-by-three squares of high correlation score that appear clearly 

thanks to the heatmap. Those squares hence emerge as bright areas. These squares rep- 

resent areas of very high correlation with at least 0.8 for the top left areas and 0.6 for 

the bottom right squares. These squares illustrate the assumption that within a kind of 

signal (EMG or IMU), the features MAV, RMS and WL have a high to very high linear 

correlation. 

These observations linked to the definition of the MAV and RMS would suggest that 

the different channels of EMG display proportional variations in magnitude. In fact, MAV 

and RMS measure signal magnitude, and are features based on the average absolute mag- 

nitude and root mean square magnitude, respectively. The same observation can be made 

for the various channels of the IMU. Further based on the definitions of those features, 

considering the high correlation with the WL, it can be suggested that the signals exhibit
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Figure 5.7: Correlation Matrix for the features extracted in model 2. 

consistent patterns of both magnitude and variation. 

On the opposite, no such observation can be made for the results of the correlation 

analysis for the ZCR and the mean frequency. Indeed, those two features show low to 

very low levels of correlation towards any other features, and towards the same feature 

applied on other channels or signals.
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Henceforth, keeping in mind the idea of reducing the dimension of the list of features 

that is being fed to the classifying algorithms, the following statements can be made. The 

high level of correlations between the MAV, the RMS and the WL suggests that those 

features deliver analogous information or at least very correlated information. Following 

this conclusion, it appears possible to proceed to the dimensionality reduction by keeping 

only one of those three features. It would then be assumed that the resulting accuracy 

would remain analogous regardless of which of these features are kept, and that the overall 

accuracy would only slightly be affected by dropping two of those. 

Accordingly, three tests are run by defining three test models based on model two, 

with the specificity that each test only includes one of the three features from MAV, RMS 

and WL. All the other parameters of the previously presented second model are kept 

analogous. The resulting accuracies of the outcoming classifications are given in table 5.3. 

Overall, the first assumption that using either of the features would result in a simi- 

lar accuracy can be confirmed. Indeed, for each machine learning method, the resulting 

accuracy is relatively close for each of the dimensional reduction approaches. However, 

comparing these results with the original results of the second model illustrates that the 

accuracy of the classification has been affected negatively by the dimensional reduction 

despite having removed features that are highly to very highly correlated with each other. 

Some possible explanations can eventually be suggested for the observation of the drop 

in accuracy. Firstly, it is clear that by removing features, even if highly correlated with 

remaining features, a loss in information occurs. Despite the strong bond some features 

have shown with each other, certain data might in truth come up as complementary and 

have a positive impact on the classification process. The positive impact that is lost
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kNN GNB OVR OVO RF NN-1 NN-2

 

Model 2 (reference)

 

0.71 0.46 0.76 0.81 0.74 0.57 0.64

 

MAV only

 

0.65 0.47 0.67 0.71 0.73 0.57 0.57 

RMS only

 

0.62 0.52 0.71 0.74 0.72 0.58 0.64 

WL only

 

0.65 0.48 0.67 0.73 0.70 0.55 0.64

 

Table 5.3: Summary of the accuracies obtained while testing the different possible ap- 

proaches of dimensional reduction based on Model 2. 

through their removal and hence followed by the drop in accuracy. Secondly, the addi- 

tional data may better highlight certain redundant aspects of patterns that come up for 

similar types of motions. The dimensionality reduction would then lead to a loss of this 

emphasising, which could be compared with a picture becoming blurrier and hence harder 

to recognise. Thirdly, the stability of the model may also have been impacted. It can 

be kept in mind that the number of data available is limited and hence having a greater 

number of features is a possible tool that can be used to make changes more obvious for 

the model that gains in robustness. On the other hand, reducing the number of features 

may destabilise the model and eventually support the loss in resulting accuracy. Fourthly, 

by reducing the number of available features on which the pattern recognition algorithms 

can base themselves, the risk of overfitting is increased. Further, past research has shown 

that including correlated features within pattern recognition applications reduces overfit- 

ting issues (Subramanian and Simon, 2013). This can be understood through the idea 

that correlated data can act as a regularisation that transcribes major trends more clearly. 

These various suggestions of explanations support the observation that a slight de- 

crease in accuracy occurs when removing highly to highly correlated features and suggests 

that keeping such features is beneficial for the final result of the model and classification.
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5.3.2 Model Definition 

As it has been shown that the removal of either RMS, MAV and WL deliver the same 

resulting accuracy, the definition of the third model is established using a random feature 

out of those, and as the RMS seems to have very slightly higher resulting accuracies, the 

third model is defined using the RMS. The model definition is provided in Model 5.4. The 

model definition is analogous to the definition of the second model, with the difference 

that the MAV and the WL are now dropped.

 

Model 5.3: Dimensionality Reduction

 

Input signals:

 

• EMG: ch1, ch2, ch3, ch4 

• IMU: ax, ay, az 

Preprocessing:

 

• Normalisation 

• Bandpassfilter (20Hz, 250Hz) & Notch-filter (50Hz) 

Features:

 

• Time-Domain: RMS, ZCR 

• Frequency-Domain: fmean

 

5.3.3 Model Results 

The detailed resulting accuracies that the third model returns upon classification are 

summarised in table 5.4. A brief observation can be made that the overall resulting ac- 

curacies are indeed lower than the ones obtained with the classification process using the 

second model. Nonetheless, not all machine learning methods suffer from the same loss.
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In fact, if the loss is considerable for the kNN (from 0.71 to 0.62), or for the OVO (0.81 

to 0.74), certain classifiers have in truth a slight increase in the resulting accuracy. For 

example, when comparing the reduced model to the original one, the GNB increases its 

accuracy from 0.46 to 0.52, and the neural network with one hidden layer improves it 

from 0.57 to 0.58. This observation shows that the overall result of the model of dimen- 

sionality reduction has on average lower results, but that this statement can only be fully 

applied to specific machine learning methods as for certain approaches, the accuracy has 

in truth been improved. This allows to conclude that the dimensionality reduction is a 

great methodology to improve the simplicity and robustness of systems and reduce their 

computational requirements while overall keeping great accuracy.

 

Pattern Recognition Method Accuracy

 

kNN 0.62, k=9 

GNB 0.52 

OVR 0.71 

OVO 0.74 

RF 0.72 

NN-1 0.58, p=800 

NN-2 0.64

 

Table 5.4: Summary of the accuracies obtained for the process for the model 3 

The confusion matrices obtained from the results of the classifications of the main 

machine learning methods using the third model are shown in fig. 5.8. These support the 

observation made previously, that the overall accuracy has dropped as more misplaced 

motions are now clearly visible within the matrices. 

An element of high interest in those matrices is again the fact that certain motions
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are recurrently identified as the same wrong other motion. This recurrent confusion is 

especially visible for motion type 8, being identified as motion type 3. This particular case 

occurs for all the different machine learning approaches which illustrates again that the 

classifier is not the main element that justifies such recurring misclassification but sug- 

gests rather that similar motions may induce similar features. This is supported by the 

fact that this phenomenon is even more visible in the model of dimensionality reduction 

which includes a very reduced number of features. Hence, feature similarity would play 

a bigger role, and in turn, the increase misclassification supports the theory that similar 

motions induce similar features. 

5.4 Fourth Model: Expansion model 

5.4.1 Introduction to the model reduction 

The previous model illustrated that a dimensional reduction can be performed without 

a considerable loss in accuracy but with a great increase in model simplicity. Nonethe- 

less, at this stage, only the basic and most commonly used features from the time and 

the frequency domain have been implemented and used in the development of the mod- 

els. However, many other features can be added to this, from which certain have been 

described in certain studies to be of high relevance when addressing EMG-related classi- 

fication problems as is shown in table 2.3. For this purpose, the model that is introduced 

in the following section is an expansion of the reduced model presented previously. The 

aim is to study how the addition of a selection of further features from the time and the 

frequency domain can have an impact on the accuracy of the resulting classification. 

The following subsection introduces the further added features and provides some 

general information on those and their characteristics. The added features from the time 

domain are the WAMP, the SSC, and the VAR. From the frequency domain, the PSD is
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(a)

 

(b)

 

(c)

 

(d)

 

(e)

 

(f) 

Figure 5.8: Confusions matrices for Model 3, for classification methods : (a) kNN ; (b) 

GNB ; (c) OVR ; (d) OVO ; (e) RF ; (f) NN with 1 hidden layer
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implemented. 

The Willison amplitude (WAMP) describes a measure of the changes within the signal 

and is obtained by establishing the number of times that the difference of two consecu- 

tive points exceeds a certain threshold (Xi et al., 2017). The slope sign changes (SSC) 

is a count of the number of times that the sign of the slope of the EMG signal changes 

(Torres-Garcıa et al., 2022). The variance (VAR) is the measure of the average power of 

the signal (Xi et al., 2017). And lastly, the power spectral density (PSD) describes the 

power held within the signal for each frequency (Maral, 2003). 

The additional consideration of those features is expected to provide additional in- 

formation which should in turn allow the classifiers to recognise the patterns within the 

data to a more extensive degree and hence provide an improved accuracy compared to 

the model that did not consider those features. 

The model of feature expansion is defined in Model 5.4
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Model 5.4: Expansion Model

 

Input signals:

 

• EMG: ch1, ch2, ch3, ch4 

• IMU: ax, ay, az 

Preprocessing:

 

• Normalisation 

• Bandpassfilter (20Hz, 250Hz) & Notch-filter (50Hz) 

Features:

 

• Time-Domain: RMS, ZCR, WAMP, SSC, VAR 

• Frequency-Domain: fmean, PSD

 

5.4.2 Model Results 

The resulting accuracies obtained from the classifications using the fourth model which 

includes the additional features are provided and summarised in table 5.5. 

The first major observation that can be made is that despite the addition of selected 

features the overall accuracies have close to not been affected compared to the model 

of dimensionality reduction presented previously. For the neural network with a single 

hidden layer, the accuracy even dropped from 0.58 to 0.39, which is a very unsatisfying 

accuracy level. In the following, possible explanations for such an occurrence are provided. 

Firstly, one of the most likely explanations for the previously made observation is that 

the increased complexity of the model made it harder for classifiers to identify the pat- 

terns within the datasets. The resulting computational inefficiencies might have a great 

negative impact on the classification. And in this same idea, the increase in the number
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of features might also have induced an overfitting within the classification. Indeed, it is 

likely that the pattern recognition algorithms may have learned from the noise within the 

data rather than from the true patterns. This phenomenon is especially likely to occur in 

larger datasets and is hence a likely explanation for the observation. 

Secondly, the additional data may lack quality. The new features are more complex to 

compute and hence it is likely that those may come up as noisier or even with a certain 

degree of error. The erroneous information would in turn affect the classification neg- 

atively. Additionally, the added features are added based on the expectation that they 

would deliver information relevant to the requirement of this research. Nonetheless, those 

may also have been irrelevant or redundant and in turn, provide only little information 

related to the motion. The possible deterioration of data quality and relevance is another 

likely element that supports the observation made previously. 

And lastly, in addition to those possibilities, the additional features might even lack 

any underlying relationship with the concept of the different individual motions. This 

might also explain the poorer performances of the classifiers and hence lead to worse re- 

sults. 

Further, the confusion matrices that the fourth model classifications have produced 

are shown in fig. 5.9. 

5.5 Fifth Model: Optimised model 

5.5.1 Introduction to model optimisation 

The results of the study on dimensional reduction and feature expansion illustrate a key 

concept in the establishment of systems and models, the idea of the Bias-Variance Trade- 

off. This concept is a visual method to understand that as the complexity of a model
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(a)

 

(b)

 

(c)

 

(d)

 

(e)

 

(f) 

Figure 5.9: Confusions matrices for Model 4, for classification methods : (a) kNN ; (b) 

GNB ; (c) OVR ; (d) OVO ; (e) RF ; (f) NN with 1 hidden layer
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Pattern Recognition Method Accuracy

 

kNN 0.64, k=1 

GNB 0.52 

OVR 0.71 

OVO 0.68 

RF 0.67 

NN-1 0.39, p=3900 

NN-2 0.58

 

Table 5.5: Summary of the accuracies obtained for the process for the model 4 

increases, the bias falls and the variance increases, which leads to a characteristic U- 

shaped error curve (Neal et al., 2018). In other terms, the Bias-Variance Tradeoff concept 

illustrates that there is a right balance between the simplicity and the flexibility of a 

model for which the error of the model would be minimal. In this context, the concept 

of bias can be understood as the degree of simplification of the model that is induced 

within the application. A higher bias would in turn signify that the problem has been 

very simplified. On the other hand, the variance increases with the sensitivity of the 

model, hence it is a measure to express the complexity of the model. 

An illustration of the concept of the bias-variance tradeoff is provided in fig. 5.10. The 

relationship between the variance or complexity, and the bias or simplification is visible. 

The main idea of the concept is to visualise that there is a perfect balance between the 

complexity and simplicity of a model which leads to the optimised model, with a mini- 

mal error. This concept has been observed in the models of dimensional reduction and 

the model of feature expansion. Henceforth, to optimise the model, the balance between 

complexity and simplicity must be found.
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Complexity

 

Error

 

Total Error

 

Variance

 

Bias

 

Figure 5.10: Illustration of the bias-variance tradeoff (adapted from Neal et al., 2018) 

5.5.2 Optimisation Process 

The key idea of the optimisation process is hence to find the optimal equilibrium between 

the simplicity and complexity of the model in order to reach the ideal point of minimal 

error, as suggested in the concept of the bias-variance tradeoff. To do so, several tests 

are run to try to obtain an overview of the influence of each feature on the resulting 

accuracies of the classifiers. The following subsection summarises these tests briefly and 

gives an explanation for each modification that is made between the tests. 

The first test consists of analysing the role that the ZCR and the SSC may have on the 

resulting classification. For this purpose, four test models are created. At first, the MAV 

and the WL are reintroduced. Despite their high level of correlation with the RMS, it 

has been observed that correlated features can be a great support for classifiers. The four 

test models withhold as basic features the MAV, WL, RMS, VAR and mean frequency. 

Each test model will then also consider either the ZCR or SSC, or both, or neither. The 

results are summarised in table 6.1. 

The first observation that can be made from table 6.1 is that most results are very 

similar, as the majority of the accuracies obtained for the same machine learning ap- 

proach vary only lightly within the different test models. Nonetheless, it appears that the
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ZCR SSC

 

kNN GNB OVR OVO RF NN-1 NN-2

 

Test 1

 

0.69 0.46 0.77 0.79 0.71 0.57 0.63 

Test 2

 

x

 

0.71 0.48 0.76 0.82 0.69 0.48 0.68 

Test 3

 

x

 

0.71 0.49 0.73 0.79 0.71 0.51 0.68 

Test 4

 

x x

 

0.70 0.49 0.73 0.78 0.71 0.55 0.57

 

Table 5.6: Summary of all the accuracies obtained for the test models and all the machine 

learning approaches. 

test models that only include either the SSC or the ZCR, hence the tests two and three, 

have slightly higher average accuracies than the two other models. This can eventually 

be brought back to the bias-variance tradeoff, considering that those two features are so 

similar, that only a little additional information is added when considering both. Hence, 

following the illustration of the tradeoff phenomenon shown in fig. 5.10, when neither the 

ZCR nor the SSC is considered, the test model is too simple. On the other hand, when 

both are taken into account, the complexity is too high, and hence the resulting error 

also increases. However, when only one of them is considered, the right balance between 

complexity and simplicity is reached as the accuracies appear to be at the maximum. 

Similar tests have been run for various possible combinations and have resulted in 

the establishment of an optimised model, which maximises the benefits learned from the 

bias-variance tradeoff. Those tests have suggested,among others, that the removals of the 

WAMP and the PSD are beneficial for the resulting accuracy. The resulting optimised 

system is presented in the following subsection.
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5.5.3 Model Presentation 

The definition of the optimised model is given in 5.5. It can be observed that this model 

and the model that resulted from the basic time and frequency features are very similar. 

The only major difference is the addition of the VAR. In fact, the tests made previously 

lead to the conclusion that including many more features does not conduct to any conse- 

quential improvement. Henceforth the model given in Model 5.5 appears to be the best 

model for the given available dataset and objectives of the research.

 

Model 5.5: Optimised Model

 

Input signals:

 

• EMG: ch1, ch2, ch3, ch4 

• IMU: ax, ay, az 

Preprocessing:

 

• Normalisation 

• Bandpassfilter (20Hz, 250Hz) & Notch-filter (50Hz) 

Features:

 

• Time-Domain: MAV, WL, RMS, ZCR, VAR 

• Frequency-Domain: fmean

 

5.5.3 Model Results 

The results of the classifications are given in fig. 5.11. The main observation that can be 

made is the presence of clear diagonals for each machine learning approach. Nonetheless, 

it can further be said that no major difference would discern these confusion matrices 

from those obtained from the classifications made previously using the previously pre- 

sented models.
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Nonetheless, the great balance between complexity and error limitation suggests that 

this model is a great compromise which fits the understanding of the bias-variance trade- 

off and consequently, this model can be seen as the optimal model for the purposes and 

objectives of this research. 

5.6 Sixth Model: Optimised model - Wrist Only 

5.6.1 Motivation for the ’wrist only’ application 

The main objective of this research is to establish an understanding of the applicability 

of the use of the combination of EMG and IMU signals measured on the wrist to control 

systems. If the use of EMG and IMU signals has been analysed in the previous models, 

certain EMG channels have been measured outside of the wrist area. This is done to 

follow recommendations and learnings from past studies, which are also made easy to 

implement through the available channels of the EMG sensor. Nonetheless, to fulfil the 

purposes of the research it is imperative to run the optimised model without the external 

channels and limit the data recording to the wrist area. 

This can be done by dropping the irrelevant channels from the optimised model. The 

EMG has four channels. The first two channels (ch1 and ch2) are placed on the inner 

side of the elbow also known as anticubital fossa . The two next channels (ch3 and ch4) 

are then placed on the wrist area. To fulfil the requirements of wrist limitation, the first 

two EMG channels must hence be dropped.
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(a)

 

(b)

 

(c)

 

(d)

 

(e)

 

(f) 

Figure 5.11: Confusions matrices for Model 5, for classification methods : (a) kNN ; (b) 

GNB ; (c) OVR ; (d) OVO ; (e) RF ; (f) NN with 1 hidden layer
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5.6.2 Presentation of the ’wrist only’ model 

The optimised model settings are shown in Model 5.6. It can be seen that the only dif- 

ference between this model and the optimised model that has been presented previously 

is that this model now only includes two out of the four EMG channels that are included 

previously. The only remaining channels are those measured from the wrist area (channel 

3 and 4).

 

Model 5.6: Optimised Model

 

Input signals:

 

• EMG: ch3, ch4 

• IMU: ax, ay, az 

Preprocessing:

 

• Normalisation 

• Bandpassfilter (20Hz, 250Hz) & Notch-filter (50Hz) 

Features:

 

• Time-Domain: MAV, WL, RMS, ZCR, VAR 

• Frequency-Domain: fmean

 

5.6.3 Results of the ’wrist only’ model 

The resulting accuracies of the classifications made using the ‘wrist only’ model are given 

in table 5.7. It can directly be seen that the overall accuracies are considerably lower than 

those of the optimised model, which use the same features but including all the channels 

of the EMG. Several explanations can be brought up for this observation. 

Firstly, a loss of information occurs by removing two input channels. It has been shown
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Pattern Recognition Method Accuracy

 

kNN 0.59, k=1 

GNB 0.44 

OVR 0.68 

OVO 0.69 

RF 0.64 

NN-1 0.47, p=600 

NN-2 0.56

 

Table 5.7: Summary of the accuracies obtained for the process for the model 6 

that hand motions are intertwined with the forearm muscles (Rangayyan, 2015). Hence, 

it is very likely that removing the signals that are directly related to the activity of those 

muscles serves as a clear explanation for the observed loss in accuracy. The remaining 

signals may not describe the occurring motions as well or are not supported by highly 

motion-correlated signals. 

Secondly, the previously suggested equilibrium between complexity and simplicity may 

be broken by removing those signals. In fact, the bias-variance tradeoff may not be ideal 

anymore hence leading to a reduced accuracy. In this same idea, the loss of EMG channels 

seems to have an influence on the differentiation of similar motions. Indeed, an observa- 

tion is made with the previous models that similar types of motions tend to be mixed up 

by the classifiers, often ending up as having a great number of a certain motion wrongly 

recognised as another. The similar motions may in fact produce very similar IMU sig- 

nals as the motions produce the same wrist acceleration, and the differenciation occurs 

in more subtile parts of the hands and fingers which can only be analysed through the 

recording of EMG signals. For this reason, it appears clear that reducing the number 

of EMG channels while keeping the same number of IMU channels reduces the influence
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of the EMG data compared to the IMU. Hence, the signals that would allow identifying 

more subtle differences become a lesser proportion of the entire dataset. Consequently, it 

becomes harder for the classifier to differentiate between similar types of motions. This 

can be observed in the resulting confusion matrices provided in fig. 5.12. 

Thirdly, with a limited number of inputs, it is likely that the model also lost some of 

its robustness. In fact, outliers may not be identified as well as previously, given that the 

amount of information on each motion is now reduced. 

To conclude, the results obtained when using only the channels measured from the 

wrist area are slightly lower in accuracy of classification compared to those obtained when 

further considering measurements from the forearm area. Possible explanations for this 

observation can be the simple loss in information, the broken equilibrium between com- 

plexity and simplicity and between the IMU and EMG channels which makes it harder 

for classifiers to differentiate similar motions and the loss in robustness. Despite the loss 

in accuracy, it can be concluded that the results of the ‘wrist only’ model are sufficient 

and still reflect an overall successful classification and identification of the type of motion.
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(a)

 

(b)

 

(c)

 

(d)

 

(e)

 

(f) 

Figure 5.12: Confusions matrices for Model 6, for classification methods : (a) kNN ; (b) 

GNB ; (c) OVR ; (d) OVO ; (e) RF ; (f) NN with 1 hidden layer
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6 Analysis 

This section aims to summarise the general results obtained from the different models 

and the various accuracy levels obtained from the following classifications. Based on this 

analysis, a conclusion on implementability and suggestion of applicability of the intro- 

duced technology within the industry can be made. Finally, this section aims to suggest 

how future studies could expand the resulting suggestions to make its implementations 

wider and better suited to the probable future requirements of the society. 

6.1 General Results 

All the resulting accuracies obtained from the classifications are summarised in table 6.1. 

Each used model is mentioned by number and name, and the resulting accuracies for each 

of the different machine learning approaches are given. The main observation that can 

be made is that the accuracies do not strictly increase with the evolution of the model. 

In fact, the idea of this research has much more been to explore the possibilities of the 

utilisation of specific features for various signals and channels which in turn lead to the 

establishment of an optimised model. 

Another major observation that can be made is that each machine learning approach 

reacts differently to each change in the specification of the models. This can be explained 

by the pre-made assumptions in the model design on which a specific machine learning 

approach might be based. As each classification method is defined using an assumption 

that the dataset describes a certain pattern, the change in used features impacts the re- 

sulting pattern that the dataset describes. This explains the different impact that the 

feature change has on the various pattern recognition algorithms. 

A further important observation that can be made is that the utilisation of the basic
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features from the time domain already provides a high level of accuracy. Further improve- 

ment and tests that enhance these basic features with further features also including some 

from the frequency domain allow to increase in the resulting accuracies. Nonetheless, the 

fact that basic time domain features provide such great results suggests that the data 

may include a certain level of consistency and distinctive patterns. This is an element 

that supports the suggestion that each motion has produced unique sequences within the 

recorded signals which could in turn be identified by the classifiers. This distinctiveness 

within the patterns can however be limited by the further observation that the additional 

consideration of frequency domain features has a positive impact on the resulting accura- 

cies. Nonetheless, the increase in correctness is only little, yet non-neglectable. 

A further observation is the fact that neural networks do not provide the best levels 

of accuracy through the research. If no past study using neural networks for any kind 

of similar application is found, great hope had been set in their implementation for this 

research. Certain possible explanations can be made to suggest the observed lesser lev- 

els of accuracy of the resulting classifications. Firstly, neural networks usually require a 

consequential amount of data to become effective. Hence, it might be that the provided 

limited dataset did not allow the neural networks to recognise the correct patterns. This 

is especially possible considering the likely complexity of the data combined with the 

limitation of data which in turn might encourage overfitting. Further, the nature of the 

recorded data which comes from human-based reproduction of motions is very prone to 

lack of exactitude which can be compared to a high level of noise. This is a further ele- 

ment that can be considered to explain the lesser results of the neural network. A possible 

way to increase the resulting accuracies of the neural network would hence be to record 

further datasets and increase the available data from which the neural networks can learn. 

Another main observation that can be made from table 6.1 is the fact that the re-
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kNN GNB OVR OVO RF NN-1 NN-2

 

Model 1 (basic t)

 

0.69 0.39 0.69 0.71 0.68 0.57 0.57 

Model 2 (basic t & f)

 

0.71 0.46 0.76 0.81 0.74 0.57 0.64 

Model 3 (dim. reduction)

 

0.62 0.52 0.71 0.74 0.71 0.58 0.64 

Model 4 (dim. expansion)

 

0.64 0.52 0.71 0.68 0.67 0.39 0.58 

Model 5 (optimised)

 

0.71 0.48 0.76 0.82 0.69 0.48 0.68 

Model 6 (opt. - wrist only)

 

0.59 0.44 0.68 0.69 0.64 0.47 0.56

 

Table 6.1: Summary of all the accuracies obtained for all the models and all the machine 

learning approaches. 

sulting accuracies obtained from the classifications made with the sixth model, the model 

using only the channels that measured signals directly in the wrist area do not meet the 

high levels obtained by the previous models. The accuracies can still be considered satis- 

fying with highs at almost 0.7, yet the observation is made that this is considerably lower 

than for the previous models. The suggested possible explanations for this can be the 

simple loss in information, the broken equilibrium between complexity and simplicity and 

between the IMU and EMG channels which makes it harder for classifiers to differentiate 

similar motions and the loss in robustness. Nonetheless, despite this loss in accuracy, the 

results of the model solely using the channels measured from the wrist area still reflect a 

reasonable accuracy which suggests that patterns can be identified from EMG and IMU 

signals measured from the wrist which in turn allows the recognition of the kind of motion 

that is performed by the subject.
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6.2 Analysis of the results 

The main conclusion that can be made based on the previously presented results is that 

the classification of hand motions based on forearm and wrist EMG and IMU measure- 

ments is possible. The previously acquired results allow to conclude that hand motions 

generate specific EMG and IMU signals which can in turn be measured, recorded and 

analysed to obtain information on the performed motion. 

This concept is especially visible in the several confusion matrices that are provided 

throughout the research. In fact, motions that show similar attributes when being per- 

formed tend to generate similar signals. Which in this case means the type or way that 

the motion is performed such as a similar arm extension or finger movement induces sim- 

ilar features within its recorded data. This can especially be observed in the confusion 

matrices that are provided for the resulting classification of each of the models. The 

misclassification rate for certain motions as a specific other motion is recurrently similar 

for the same motions. Indeed, the most striking example is motion type eight being clas- 

sified as motion type three. When comparing the actual motion that is being performed, 

the similarity between the motions is striking and supports the conception that similar 

motions induce similar signals with similar features. 

This resulting observation appears especially encouraging for the further expansion of 

the technology. In fact, if being able to classify eight different pre-defined motions based 

on wrist EMG and IMU recordings is a great first step, an ideal control approach would 

be to expand this classification to a total recognition of any performed hand motion based 

on those similar signals. The observation that similar motions induce similar signals with 

similar features suggests that one possible way to widen the scope of motion recognition 

may be through a tree-based approach. This approach could then in a first step recognise 

the characteristic attributes of a general type of motion such as an arm extension or wrist
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flexion and go into more detail by analysing further details of the signal and its features. 

Such an approach would require a wider dataset and additional data recording but would 

in turn allow a better understanding of the relationship between the wrist-recorded EMG 

and IMU signals and the performed hand motion. For such an approach, straightforward 

basic classification would not be sufficient as the idea would not be to simply reassess 

predefined motions to a dataset but to predict the motion of the hand in general. For 

which the implementation of a neural network seems best suited. 

A further element that can be mentioned is that the number of channels used for this 

research is limited to availability and functionality. This is the reason that only two EMG 

signals could be used in the wrist area, and only the three-dimensional accelerometer of 

the IMU sensor could be used properly. Nonetheless, it can be expected that adding more 

channels based on more sensors could allow to eventually cover more subtle details of the 

hand motions, hence making the classification even more accurate. 

6.3 Usability within the industry 

The results of this research allow to conclude that predefined hand motions can be iden- 

tified with great accuracy based on EMG and IMU recording based solely on wrist mea- 

surements. The results even allow to conclude that further research and analysis would in 

turn allow the development and implementation of a control method which could, based 

on these forearm measurements, obtain detailed information on the entire and detailed 

motion performed by the hand of the subject. 

This conclusion can now be used to suggest an implementation which would fit the 

current needs of the control industry. It is shown that the current remote control meth- 

ods based on hand motions are all drastically limited by either the need for an external
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device, such as a remote controller, or by the need for a consistent and constant camera 

recording to allow visual motion recognition which in turn is a clear limiting factor to 

the possibilities and implementations of the technology. On the opposite, adapting the 

newly introduced approach of utilising a combination of EMG and IMU recordings from 

the forearm area would allow suppression of the need to hold a remote controller, as the 

hands of the subject would remain completely free. This approach does further not rely 

on the need for visual confirmation or recording, hence no need to be in visual connection 

to a camera as is required for the current motion recognition. 

If the positive aspects of the suggestion based on the learnings from the research are 

clear, the way that such an innovation could be implemented is still open. A possible 

product suggestion that can be made is to implement the required EMG and IMU sens- 

ing on the wrist area in the form of a new product which could be designed similarly to 

some kind of wristband. This suggestion has the benefit that the product can then be 

designed in an optimal way to maximise the signal obtention and comfort of the subject. 

The wristband could easily implement surface EMG electrodes, which in contact with the 

skin, would in turn be able to record the muscular electrical activity in the wrist area. 

With the further implementation of an IMU sensor, the full possibilities of the conclusion 

of this research can be obtained. Hence, the suggested product would be a wristband 

which combines EMG and IMU sensors in the same way as performed during the scope 

of the study. 

Another possibility to implement this technology would be to include it within an 

object that most people are already rather familiar with wearing around the wrist such as 

a watch or smartwatch. Most smartwatches already include a PPG sensor (photoplethys- 

mogram) which allows the measurement of the heartbeat using a non-invasive approach. 

Hence, the use of biosignals-measuring devices within smartwatches is not a new idea and



 

127 

has proven to be effective and accepted within society. 

Whether as an independent device or as an extension of smartwatches, the implemen- 

tation of this new approach to controlling systems could allow a range of breakthroughs 

and innovations in control methods within the industrial world and society in general. 

In fact, several examples from basic gesture-based interactions to more complex virtual 

reality approaches can be suggested, and the range of implementations quickly appears 

endless. 

Gesture-based implementation could be widely changed. In fact, in everyday life, this 

could translate through controlling the lighting of the house, or the thermostats via simple 

hand motions. For the automotive industry, an implementation of such technology could 

for example be used to reduce volume or answer calls with simple finger motions which 

would allow the driver to keep the hand on the steering wheel. If those could also be done 

via speech recognition, hand motion recognition has the benefit of being more reliable 

in loud environments and does not require the driver to redirect some of its focus, as a 

simple finger shake could be sufficient to answer a call, when full sentences are currently 

required for it. 

In the industrial world, the implementation of gesture-based controlling could allow 

workers to steer machinery from a distance with high precision. This would make it pos- 

sible to control systems without any physical contact, and in theory, from any distance. 

This could in turn allow for a drastic increase the security as well for the workers and for 

the company as the risk of incident suddenly decreases while the precision of the work 

becomes greater. 

Such an implementation can also be visualised in the medical world where the need for
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precision is rising. Further, the pandemic showed how dangerous contamination can be, 

and implementing remote control based on the non-invasive and non-hindering approach 

of motion recognition based on biosignals analysis would allow medical workers to perform 

many tasks from a distance. This would significantly reduce the risk of contamination for 

patients as well as for the doctors and nurses themselves. 

Applications related to virtual reality (VR) are also thinkable. In fact, no more exter- 

nal controllers would be required and the simple implementation of the technology based 

on the hand/arm motions could allow many new implementations. Virtual creation would 

become much more versatile and accessible. For example, architects could easily immerse 

themselves within their creations and move objects, walls or furniture and reach more 

complex designs while directly having the impression of seeing those become reality in 

front of them. Another idea could have been virtual sculpting, where art students could 

then easily train their techniques in a virtual world while using their hands, and hence 

being in conditions as close as possible to reality. Such virtual training could also be im- 

plemented in medical schools where students could train complex operations while using 

their hands in the most natural way possible, while their motions would be recorded using 

this non-hindering approach. All these suggestions show how well this technology would 

adapt to the current needs of virtual reality. 

Further examples such as extended control within the gaming industry or more basic 

implementations such as controlling a presentation during a conference are also possible. 

There is in fact close to no limitation to the possibilities of this technology. Hence, to 

conclude, it appears that the method of controlling a system based on forearm EMG and 

IMU sensing is very promising and would allow a great range of breakthroughs within a 

great diversity of applications.
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6.4 Suggestion of further studies 

A great range of future research based on the findings and limitations of this study ap- 

pears to be possible. Indeed, the first suggestion that can be made is simply the extension 

of the results obtained within the scope of this research. Time and capacity limitations 

restricted the scope of the research. However, future studies could build on the presented 

findings to improve the obtained results by capturing additional data, and running more 

feature-based tests. Further possibilities in that sense would also include trying out dif- 

ferent electrode placements in the wrist area or running tests for more than two electrodes. 

A further suggestion would be to attempt predicting a wider range of types of motion 

and ideally train a neural network which could even be capable of predicting a motion on 

which it has not explicitly trained. To generate such a neural network, it would be neces- 

sary to divide each hand motion into a range of details, such as which finger is extended 

and which is retracted for which motion, the status of the arm, or the whole rotation of 

the hand. By cutting each motion into its components, it would in turn allow the neural 

network to create connections between the evolution of specific features of certain channels 

and the specific status of each finger or the angle of the arm, etc. Making each motion 

more detailed would then in turn allow the neural network to predict the specific motion 

that is performed by the subject, even if this motion has never been provided within the 

training dataset. This would then allow the creation of a virtual image of the hand and 

would provide total liberty for any kind of implementation. Indeed, if any motion, even 

those that have not been provided to the artificial intelligence can be used to control a 

system, then the scope of possible implementation is endless. 

Another possible research area would be within the implementation of this technology 

as a control for a system. Suggestions for this could be to first try sending pre-recorded 

signals to a classifier which predicts the original motion and to each of those. Each mo-
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tion would then have a task to which it would be connected, for example, if motion one is 

detected then a robotic arm is lifted and so on. From a basic control, further expansion 

could then be made until a more complex system could fully be controlled based on this 

technology. 

Lastly, when further tests have been run, a suggestion would be to actually transform 

and implement the technology within the armband device that has been suggested pre- 

viously. Many options for this are open, a possible way to do this would be to have a 

flexible semi-elastic bracelet which would ensure that the EMG contact electrodes are on 

the skin of the subject at all times. With the additional implementation of an IMU, the 

device could then be programmed using the trained algorithms and hence be connected 

to the system to be controlled and used as an actual control method. Yet, many steps 

remain open to reach this final objective, which is why further research on the subject 

appears to be challenging yet captivating. The potential final goal could fundamentally 

change the way people interact with their surroundings.
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7 Conclusion 

Innovations in means of control have always been the first step towards major break- 

throughs. Whether the introduction of the keyboard, touch-sensitive screens or wireless 

technologies, each advancement has been a step towards a more subtle control of systems 

which would become always less hindering or constraining means of process regulation. 

In that sense, recent inventions have led towards the idea of using the hand as the main 

means of control, recognising the performed motion and allowing people to steer sys- 

tems by simply moving their hand. However, the currently implemented technologies all 

included some down points. Whether the requirement of an external camera of visual 

motion recognition approaches, the need to carry a remote controller or the requirement 

to cover the hand in an assortment of sensors, no solution is currently able to provide a 

total non-hindering and versatile approach to control systems using hand motion. 

Past research has shown that there is a consequential link that can be made between 

the hand and arm motion performed by a subject and the muscular electrical activity 

emitted by the muscles (Jarque-Bou, Sancho-Bru, and Vergara, 2021). The recorded sig- 

nal of this muscular activity is known as electromyograph (EMG). Henceforth, the idea 

that is suggested in this thesis research is to take EMG measurings in the forearm area 

of various subjects while they are performing predefined hand motions, and use machine 

learning algorithms to, based on those recordings, predict which motion has been per- 

formed by the subject. It is further suggested to expand the EMG recordings with an 

accelerometer sensor (IMU) which allows recording of the movement of the wrist. By 

further limiting the position of the recording electrodes and sensors to the sole wrist area, 

the following conclusions allow a reflection on the implementability of this technology as 

an innovative control method which could be non-hindering as limited to the wrist area. 

Therefore, this research consists of several steps to reach consequential conclusions.
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Firstly, eight distinct motions are defined. Then, for each subject, the Shimmer3 IMU 

and Shimmer3 EMG sensors are used to record the resulting biosignals from the wrist 

and forearm areas. A total of ten recordings are performed for each single motion for each 

subject and on each side. In total, 640 single motions are recorded. 

Following the motion recording, the datasets are segmented, normalised, and filtered. 

The main filters that are used are a bandpass filter with cutoffs at 20Hz and 250Hz, and 

a Notch filter at 50Hz. The next step is the establishment of a complete model. The 

concept of ‘model’ that is introduced in this research consists of a specific combination 

of used input signals, preprocessing methods and used features. Each model is a unique 

mixture which results in different results. The use of different and well-defined models 

allows versatile testing and facilitates the analysis, making the impact of changes clear. 

Each model is then used as an input to the classification processes. A classifier consists 

of an algorithm of machine learning which receives a dataset composed of a wide number 

of data elements, the features extracted from the signals by the model, each represent- 

ing a motion. The first dataset that is received by the classifier, known as the training 

dataset, contains the number of motions linked to the features. This allows the classifier 

to learn and recognise patterns within the data. The second dataset that is then given 

to the classifier, the testing dataset, consists of data that has not yet been provided to 

the classifier. The type of motion is now hidden from the classifier which, based on its 

learning and the features makes predictions on the type of motion it believes induced the 

new data. The results of this classification allow observing how well the machine learning 

recognised patterns within the dataset. From these results, the main indication is the 

accuracy which transcripts the proportion of motions that have been classified correctly. 

In total, seven machine learning approaches are used for each model. The k-Nearest-
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Neighbours (kNN), the Gaussian Naïve Bayes (GNB), two multidimensional regression 

methods: the One-Versus-Rest (OVR) and One-Versus-One (OVO), the Random Forest 

method (RF), and lastly Neural Networks with one hidden layer (NN-1) and with two 

hidden layers (NN-2). 

Based on these classifiers, several models are developed with the idea of studying vari- 

ous possibilities and with the goal of suggesting an optimised version which could in turn 

be used in future studies. The main findings of these tests are firstly the observation 

that the use of features from the frequency domain does increase the resulting accuracy 

of the classification. This observation occurs as a slight contradiction to past studies that 

claimed that no major improvement in accuracy can be reached when further considering 

the frequency domain in EMG motion recognition (Simao et al., 2019 & Samuel et al., 

2019). An element that can be considered in this case is also the fact that IMU signals 

are also used which may have an impact on this observation. 

The second main observation that is made is that, overall, the classifications deliver 

great accuracies of motion recognition. This signifies that there is a great possibility to 

analyse hand motion and obtain information on the performed movement of a subject by 

recording forearm EMG and IMU signals. 

A third observation that is made is that the sole consideration of signals recorded in 

the wrist area, hence dropping any signal recorded in other areas such as the forearm, has 

a slight negative impact on the resulting accuracy. However, it still results in satisfying 

levels of classification. This results in an encouraging conclusion that the implementation 

of a technology of motion recognition based only on the wrist area is possible and think- 

able.
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Lastly, the final main observation that has been made is that motions that contain 

similar patterns tend to have a greater misclassification rate than motions that are consid- 

erably more different and unique. And this misclassification rate is even relatively high in 

certain cases. This observation allows the conclusion that certain specific motions within 

the hand induce similar signals which in turn leads to the suggestion that hand motions 

could be divided into all of their attributes, such as the movement of single fingers. This 

would allow the obtention of detailed information on the motion of the hand, and it is 

even suggested that a motion from which the artificial intelligence has not been learning 

could even be identified using this attribute division approach. 

To conclude, this research conducts an experimental approach towards an innova- 

tive framework based on wrist EMG and IMU motion recognition. The obtained results 

are very promising and encouraging and translate into a real opportunity that can be 

exploited in further research and eventually have a considerable impact on the control 

methods used within the industrial world and society in general.
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Appendix 

Pictures

 

(a)

 

(b)

 

(c)

 

(d) 

Figure A.1: (a) “All-in-one emotibit bundle”, (b) “Low-cost biosensing starter bundle”, (c) 

“Lithium Ion Rechargeable Battery (500mAh)”, (d) “USB LiIon/LiPoly charger”



 

147

 

(a)

 

(b)

 

(c) 

Figure A.2: (a) “Grove EMG detector”, (b) “Gravitiy analog EMG sensor”, (c) “Muscle 

Signal Sensor EMG Sensor Controller”
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