
Toni H
otanen

A
I 722

A
N

N
A

LES U
N

IV
ERSITATIS TU

RK
U

EN
SIS

TURUN YLIOPISTON JULKAISUJA – ANNALES UNIVERSITATIS TURKUENSIS

SARJA – SER. AI OSA – TOM. 722 | ASTRONOMICA – CHEMICA – PHYSICA – MATHEMATICA | TURKU 2024

ON THE TOPOLOGICAL 
ENTROPY AND LYAPUNOV 
EXPONENTS OF CELLULAR 

AUTOMATA
Decision Problems, Dynamical Properties 

and Generalizations

Toni Hotanen





ON THE TOPOLOGICAL
ENTROPY AND LYAPUNOV

EXPONENTS OF CELLULAR
AUTOMATA

Decision Problems, Dynamical Properties and
Generalizations

Toni Hotanen

 
 
 
 

TURUN YLIOPISTON JULKAISUJA – ANNALES UNIVERSITATIS TURKUENSIS 
SARJA – SER. AI OSA – TOM. 722 | ASTRONOMICA – CHEMICA – PHYSICA – MATHEMATICA | TURKU 2024 



University of Turku

Faculty of Science
Department of Mathematics and Statistics
Mathematics
Doctoral Programme in Exact Sciences (EXACTUS)

Supervised by

Professor, Jarkko Kari
Department of Mathematics and Statis-
tics
University of Turku
Turku, Finland

Docent, Ville Salo
Department of Mathematics and Statis-
tics
University of Turku
Turku, Finland

Reviewed by

Professor, Nicolas Ollinger
Université d’Orléans
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ABSTRACT

A dynamical system is a pair made out of a space of points and a function that deter-
mines how the points move in the space. Usually some extra properties are required
from the space and the function to make them susceptible for studying. Topologi-
cal dynamical systems require the space to be a compact metric space, meaning we
can measure distances between the points and all sequences of points contain sub-
sequences that converge to a single point. A function is required to be continuous
meaning close enough points remain close to each other after one iteration of the
function.

Cellular automata are examples of such systems. The space, called the configu-
ration space, is made out of a regular lattice of symbols. Usually the lattice gets its
structure from a group and the set of symbols is finite. The elements of the group are
called cells and the symbols are called states. The continuous function, called the
global rule, is made out of a neighbourhood vector and a local rule. The global rule
applies the local rule for each cell independently and simultaneously and its value
depends on the value of the cells in the neighbourhood of each cell.

Topological entropy is a measure of complexity of a given topological dynamical
system. Simple systems tend to often have low or even zero entropy and by contrast
complex systems often have high entropy. Two systems are called conjugate if they
are equivalent in some sense. For example they have the same orbits and they share
many dynamical properties. Conjugate systems have the same topological entropy,
which makes it an useful value if we want to show that two given systems are not
conjugate. The topological entropy has its measure-theoretic counterpart which we
will also study. The entropies are related to each other by a variational principle.

Another measure of complexity are Lyapunov exponents. They can be thought
of as the speed of the propagation of differences in a given system. The connections
between Lyapunov exponents and various dynamical properties have been widely
studied. In this dissertation we give an answer to the conjecture which states that
a sensitive cellular automaton must have a configuration with a non-zero Lyapunov
exponent. We construct a cellular automaton, which has no such configurations. The
Lyapunov exponents are also related to measure-theoretic entropy. One can for in-
stance calculate an upper bound for the measure-theoretic entropy of a given cellular
automaton by first calculating the Lyapunov exponents. The Lyapunov exponents
are only defined for one-dimensional cellular automata. In this dissertation we gen-
eralize the Lyapunov exponents for cellular automata over finitely generated groups
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and the measure-theoretic entropy for cellular automata over amenable groups and
show that an analogous connection exists between them in the more general case.

A decision problem is a question with two possible answers: Yes or no. For
example: ”Is a given natural number a prime number?” and ”Is a given route be-
tween two cities the shortest possible route?” are examples of decision problems.
A decision problem is called decidable if there exists an algorithm (one can think
of it as a computer program) that always gives the right answer to the problem for
every possible input. The problem is called undecidable if no such algorithm exists.
In this dissertation we study several decision problems related to reversible Turing
machines, reversible cellular automata and group cellular automata. Namely these
problems ask for example: ”Is the topological entropy of a given system zero?” and
”Are the Lyapunov exponents of a given system zero?”. Some related decision prob-
lems are also considered.
KEYWORDS: cellular automaton, Turing machine, decision problem, decidable, un-
decidable, reversible, entropy, topological, measure-theoretic, Lyapunov exponents,
sensitive, generalization, amenable, equivariant, endomorphism, automorphism
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TIIVISTELMÄ

Dynaaminen systeemi on pari, joka muodostuu pisteistä koostuvasta avaruudesta
sekä funktiosta, joka määrittelee miten kyseiset pisteet liikkuvat avaruudessa. Usein
sekä avaruudelta että funktiolta vaaditaan joitakin ominaisuuksia, jotta niitä pystytään
tutkimaan paremmin. Topologisten dynaamisten systeemien tapauksessa avaruuden
täytyy olla kompakti metrinen avaruus, joka tarkoittaa sitä, että pystymme mittaa-
maan pisteiden välistä etäisyyttä ja jokaisesta pisteiden jonosta löytyy alijono, joka
suppenee yksittäistä pistettä kohti. Funktion vaaditaan olevan jatkuva, joka tarkoit-
taa sitä, että tarpeeksi lähellä olevat pisteet kuvautuvat lähelle toisiaan kun funktiota
toistetaan kerran.

Soluautomaatit ovat esimerkkejä tällaisista systeemeistä. Avaruus, jota kutsu-
taan konfiguraatioavaruudeksi, muodostuu säännöllisestä symbolien hilasta. Hila saa
yleensä rakenteensa ryhmältä ja symboleja on äärellinen määrä. Ryhmän alkioita
kutsutaan soluiksi ja symboleja kutsutaan tiloiksi. Jatkuva funktio, jota kutsutaan
globaaliksi säännöksi, muodostuu naapurustovektorista ja lokaalista säännöstä. Glo-
baali sääntö käyttää lokaalia sääntöä joka solulle itsenäisesti ja samanaikaisesti ja
sen arvo määräytyy jokaiselle solulle niiden naapurustojen solujen arvosta.

Topologinen entropia on kompleksisuuden mitta topologisille dynaamisille sys-
teemeille. Yksinkertaisilla systeemeillä on usein matala tai jopa nolla entropia, kun
taas monimutkaisilla systeemeillä on usein korkea entropia. Kaksi systeemiä ovat
konjugaatteja, jos ne ovat tietyssä mielessä ekvivalentteja. Esimerkiksi niillä on
samat kiertoradat ja niillä on monta samaa dynaamista ominaisuutta. Konjugaateilla
systeemeillä on sama topologinen entropia ja siitä syystä kyseinen arvo on hyödylli-
nen jos halutaan näyttää, että kaksi annettua systeemiä eivät ole konjugaatteja. Topol-
ogisella entropialla on mittateoreettinen vastine, jota me myös tutkimme. Entropiat
ovat yhteydessä toisiinsa variaatioperiaatteen nojalla.

Muita kompleksisuuden mittoja ovat Lyapunovin eksponentit. Niitä voi ajatella
muutosten leviämisen nopeuksina annetussa systeemissä. Lyapunovin eksponenttien
yhteyksiä erilaisiin dynaamisiin ominaisuuksiin on tutkittu laajasti. Tässä väitöskir-
jassa vastaamme konjektuuriin, joka väittää, että herkillä soluautomaateilla on aina
olemassa jokin konfiguraatio, jonka Lyapunovin eksponentit eivät ole nollia. Me
konstruoimme soluautomaatin, jolla tällaisia konfiguraatioita ei ole olemassa. Lya-
punovin eksponentit liittyvät mittateoreettiseen entropiaan. Mittateoreettiselle en-
tropialle voidaan esimerkiksi laskea yläraja laskemalla ensin Lyapunovin eksponen-
tit. Lyapunovin eksponentit ovat määritelty vain yksiulotteisille soluautomaateille.
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Tässä väitöskirjassa yleistämme Lyapunovin eksponentit soluautomaateille yli äärel-
lisesti generoitujen ryhmien ja mittateoreettisen entropian ”myöntyvien” ryhmien
yli. Tämän lisäksi näytämme, että niiden välillä on vastaavanlainen yhteys yleisem-
mässäkin tapauksessa.

Päätösongelma on kysymys, jolle on kaksi mahdollista vastausta: Kyllä tai ei.
Esimerkiksi: ”Onko annettu luonnollinen luku alkuluku?” ja ”Onko annettu reitti
kahden kaupungin välillä lyhyin mahdollinen reitti?” ovat esimerkkejä päätösongel-
mista. Päätösongelma on ratkeava, jos on olemassa algoritmi (joka voidaan ajatella
tietokoneohjelmana), joka antaa aina oikean vastauksen ongelmaan sen jokaisella
syötteellä. Ongelma on ratkeamaton, jos sellaista algoritmia ei ole olemassa. Väi-
töskirjassa tutkimme joitakin päätösongelmia, jotka liittyvät kääntyviin Turingin ko-
neisiin, kääntyviin soluautomatteihin ja ryhmäsoluautomaatteihin. Tarkemmin san-
ottuna ongelmiin kuuluvat esimerkiksi: ”Onko annetun systeemin topologinen en-
tropia nolla?” ja ”Onko annetun systeemin Lyapunovin eksponentit nollat?”. Myös
joitakin näihin liittyviä ongelmia tarkastellaan.
ASIASANAT: soluautomaatti, Turingin kone, päätösongelma, ratkeava, ratkeam-
aton, kääntyvä, entropia, topologinen, mittateoreettinen, Lyapunovin eksponentit,
herkkä, yleistys, myöntyvä, ekvivariantti, endomorfismi, automorfismi
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1 Introduction

This thesis is focused on dynamical and computational results related to both the
measure-theoretic and topological entropy and Lyapunov exponents. The dynamical
systems we have studied consist of Turing machines, cellular automata and more
general equivariant systems. The computational results consider reversible systems
and the dynamical results consider more general systems. Before diving into the
results any further let us begin by first introducing cellular automata, where most of
our interest lies in.

Cellular automata are discrete dynamical systems. Their space consists of con-
figurations, which are regular lattices of cells, each cell being assigned a symbol. The
set of all possible symbols where the cells take values from is finite. These symbols
are also referred to as states. The regular lattice usually comes from a specific mathe-
matical structure, which very often is a group. In the most classical setting, the group
is the additive set of integers and in such case we are talking about one-dimensional
cellular automata. Configurations of one-dimensional cellular automata can be vi-
sually represented by a bi-infinite horizontal row of coloured squares, where each
color represents a specific symbol. The dynamics of the cellular automata arise from
a finitely described local rule, which maps a finite sequence of symbols to a single
symbol. The sequence of symbols is read for each cell based on the content of the
neighbouring cells, which are specified by a neighbourhood vector. The global rule
applies the local rule at each cell independently and simultaneously. A space-time
diagram of a one-dimensional cellular automaton can be represented as an infinite
grid of coloured squares, where each horizontal row represents a configuration. For
two consecutive rows, the row below of another one is the configuration where the
global rule has been applied to the configuration on the row above it. This is repeated
on each row and hence one can study the orbit of a single configuration looking at
its space-time diagram. Of course in reality we can visually represent only a finite
section of configurations and their space-time diagrams. Even so, the visualizations
can help us to understand the systems better.

Let us look at a specific example. Consider a one-dimensional cellular automa-
ton, where each configuration consists of cells that are either at a state 0 or a state 1.
Let us pick a local rule that maps the sequences 111, 110, 101 and 000 to the state
0 and maps the sequences 100, 011, 010 and 001 to the state 1. The neighbourhood
vector consists of −1, 0 and 1, so each of the cells look at the state they are in and
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the states of the nearest neighbours on the left and the right side in order from left
to right. For example if the cells at the indices 0, 1 and 2 are at the states 0, 1 and 1

respectively, then at the next time-step, i.e. when the global rule is applied once the
index 1 will be at state 1 because 011 maps to 1. This cellular automaton is one of the
256 elementary cellular automata (ECA). It is called Rule 30, because the sequence
of outputs 00011110 represents 30 in binary base. The outputs in the sequence are
ordered by the inputs viewed as binary representations of integers from 7 to 0. Let
us represent 0s as white squares and 1s as black squares so we can give a visual ex-
ample. The Figure 1 represents a part of the space-time diagram of a configuration
that has a single cell at state 1.

Figure 1. A space-time diagram of the ECA Rule 30 for a configuration with a single cell in state 1

and the rest in state 0.

If we study the space-time diagram in Figure 1 we can notice several things. First
of all the diameter of the set of the cells in state 1 increases at each time-step. This
is to say that the information that originated from a single cell seems to propagate at
constant speed towards both directions. On the other hand the space-time diagram of
a configuration where each cell is at state 0, would consist entirely of white squares.
This is because the configuration is a constant of Rule 30, which follows from the
fact that the local rule maps 000 to 0. We do not need a visualization of this, but one
can imagine how the space-time diagram looks like. Then if we compare these two
space-time diagrams we notice that a very simple change to a configuration can have
a tremendous effect to its orbit. This tells us of two dynamical phenomena. The Lya-
punov exponents, which tell us how fast a difference can propagate towards origin
from the left or the right side when we compare the orbits of specific configurations
to an orbit of the given configuration, of the ”all zeros” -configuration are positive.
Concordantly no matter how close we look, i.e. how large radius of zeroes we pick,
we can always find a configuration such that its orbit contains a configuration such
that the cell at index zero is at state 1. This is clear from Figure 1, as we can pick

2



Introduction

a configuration where the single cell at state 1 is located at any coordinate that we
want. This hints us towards a notion of sensitivity. Sensitivity means that for each
configuration one can always find another configuration arbitrarily close to it such
that their orbits will be very far from each other at some time-step. In fact Rule 30
is sensitive. This can be shown by the fact the local rule is left permutive. This
means that if two configurations differ only at index 𝑖, their images under the global
rule will differ at index 𝑖 + 1. Therefore for any configuration one can pick another
one simply by changing the content of a single cell at an appropriately chosen nega-
tive index and the orbits of those two configurations will differ at the origin at some
time-step.

As the notions of Lyapunov exponents and sensitivity are both related to a prop-
agation of differences, it is natural to study how correlated they are and in which
systems. For example does sensitivity imply a positive lower bound for Lyapunov
exponents? Or does the existence of a positive pointwise Lyapunov exponent im-
ply something vis-à-vis sensitivity? Similarly it is interesting to study the relations
between the Lyapunov exponents and other dynamical properties as well. The prop-
erties we are particularly interested in include for example equicontinuity, which
means that the orbits of close enough configurations stay close to each other at each
time-step. Another interesting property is transitivity, which means that for any pair
of open sets 𝐴 and 𝐵, one can find a time-step such that the orbit of 𝐴 intersects
with the set 𝐵. We also consider expansivity, which means that orbits of any two
different configurations will be far from each other at some time-step. It was shown
by Michele Finelli, Giovanni Manzini and Luciano Margara in [19] that the set of
the shift-invariant Lyapunov exponents of expansive cellular automata is bounded
from below by a constant value. The average Lyapunov exponents of equicontinuous
cellular automata were shown always to be zero in [79] by Pierre Tisseur. Addition-
ally, although not explicitly stated, one can see from the results of [15] by Michele
D’Amico, Giovanni Manzini and Luciano Margara that the global Lyapunov expo-
nents (which in the case of linear cellular automata are equal to the shift-invariant
Lyapunov exponents for any configuration) of sensitive linear cellular automata are
always positive. The latter result was generalized to the class of group cellular au-
tomata by the author in [33]. In general this connection does not hold. It was conjec-
tured in [9] by Xavier Bressaud and Pierre Tisseur and the same conjecture was later
restated in [55] by Petr Kůrka (Conjectures 3 and 11 respectively) that sensitivity
always implies the existence of a configuration with a non-zero pointwise Lyapunov
exponent. This conjecture was proven false in [30] by the author of which chapter
4.3 is based on.

Lyapunov exponents can be also thought of as a measure of complexity of a given
system. To justify this viewpoint, we can see that if we take subsystems by decreas-
ing the amount of configurations, then the Lyapunov exponents can not increase but
they can decrease. Another related notion of complexity is the topological entropy.
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Similarly, the topological entropy of a subsystem, is bounded from above by the
topological entropy of the original system. Hence one might assume that complex
cellular automata have higher entropy and Lyapunov exponents than simpler ones,
which is true to some extent as we already witnessed in the previous paragraph in
the case of Lyapunov exponents. Same is true for entropy. For example surjective
equicontinuous cellular automata have zero entropy as was shown in [79]. And in
[15] it was shown that the topological entropy of expansive cellular automata is al-
ways positive and, in fact, its exact value is given. The topological entropy of a
dynamical system is an important invariant under conjugacy, meaning conjugate dy-
namical systems have the same topological entropy. Ergo we can immediately tell
non-conjugate systems apart if we know that they have different entropies. The con-
verse of this does not hold however. Lyapunov exponents and entropy are closely
related. For example in the case of surjective one-dimensional cellular automata, the
topological entropy is bounded from above by the product of the sum of the global
Lyapunov exponents and the logarithm of the size of the set of states as was shown
in [79].

Computability theory is a branch of mathematics and computer science that stud-
ies whether or not certain problems can be solved with an effective procedure or, in
another words, an algorithm. Alternatively one can think of an algorithm less ab-
stractly as a computer program. The types of questions that can be asked for example
are: Can we build a computer program that takes an arbitrary cellular automaton as
an input and outputs its topological entropy? Or can we at least build a computer
program that tells if the topological entropy is zero or not? The latter problem is an
example of a decision problem. In the general form a decision problem is a question
about a set of objects where the answer is always binary: Yes or no. If a decision
problem can be solved by an algorithm, we say that the problem is decidable and if
no such algorithm can possibly exist then it is undecidable. The most famous deci-
sion problem is called the Halting problem. It asks if a given program ever halts its
processing with a given input. This problem was shown to be undecidable by Alan
Turing in [81]. Many decision problems can be shown to be undecidable by a reduc-
tion to the Halting problem. This means that for such problems, one can show that
if an algorithm exists that solves the problem, then it would imply an existence of an
algorithm that solves the Halting problem, which is a contradiction.

Many problems in mathematics can be solved with an algorithm. For example
we can build an algorithm that sorts a finite set of rational numbers and we can tell
if a given number from said set is the smallest or the largest number of that set. We
can build an algorithm that calculates the determinant of any given rational square
matrix. When given a finite amount of roads and cities, we can build an algorithm
that finds the shortest route visiting a set of given destination cities, i.e. the Travelling
Salesman Problem. Here we notice that when we said an effective procedure, we did
not imply anything about the computational complexity of the algorithm. In this
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context we do not seek practical algorithms, so the algorithms can take as much time
and space as they need, i.e. they can be in P, NP or EXPSPACE, etc and it does not
make any difference to us. We just simply care if an algorithm exists or not.

While many mathematical problems can be solved algorithmically, we note that
this is often not the case in the context of cellular automata. Perhaps the first decision
problems that were shown to be undecidable by Karel Culik II and Sheng Yu in [14]
concerned the membership problems with respect to a set of categories given by a
classification schema, i.e. does a given cellular automaton belong into a certain cate-
gory. Since then the decision problems regarding cellular automata have been widely
studied. The questions about dynamical properties of cellular automata turn out of-
ten, if not always, to be undecidable in the most general framework. For example the
problem that asks if a given cellular automaton is nilpotent was proven undecidable
independently in [44] by Jarkko Kari and in [1] by Stål Aanderaa and Harry Lewis.
In [17] by Bruno Durand, Enrico Formenti, and Georges Varouchas it was shown
that it is undecidable if a given cellular automaton is equicontinuous and likewise
for sensitivity. It was shown that the conjugacy of two given one-dimensional cel-
lular automata is undecidable in [38] by Joonatan Jalonen and Jarkko Kari. In [35]
by Lyman P. Hurd, Jarkko Kari, and Karel Culik it was shown that the topological
entropy can not be estimated to a given precision. In the same paper it was also
shown that one can not decide if the topological entropy is zero or not. The under-
lying group might sometimes affect the decidability of a problem. For example the
problems that ask if a given cellular automaton is injective or surjective are decidable
for one-dimensional cellular as shown in [2] by Serafino Amoroso and Yale N. Patt,
but undecidable for multidimensional cellular automata as shown in [43] and [45] by
Jarkko Kari.

Since everything seems undecidable in the most general framework we can re-
strict ourselves to specific classes of cellular automata and try to find such classes
where problems become decidable. For example it can be shown that many ques-
tions can be answered algorithmically when restricted to the class of linear cellular
automata. It was shown in [12] by Gianpiero Cattaneo, Enrico Formenti, Giovanni
Manzini, and Luciano Margara, [61] and [62] by Giovanni Manzini and Luciano
Margara that the dynamical properties of equicontinuity, sensitivity and transitivity
of multidimensional linear cellular automata and the expansivity of one-dimensional
linear cellular automata can all be effectively deduced from the local rule. Further-
more one can decide if a given multidimensional linear cellular automaton is sur-
jective or injective as was shown in [37] by Masanobu Itô, Nobuyasu Ôsato and
Masakazu Nasu. In [15] an exact formula was given for the topological entropy
and shift-invariant Lyapunov exponents for a given one-dimensional linear cellular
automaton. These can again be calculated directly from the local rule. It was also
shown in [15] that the topological entropy of a given multidimensional linear cel-
lular automaton is zero or infinite in higher dimensions than one. And since it was
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already shown by [62] that multidimensional linear cellular automata are either sen-
sitive or equicontinuous it follows that one can decide if the topological entropy is
zero in such setting. Recently the decision problems have been studied in the more
general framework of group cellular automata. It was shown in [6] by Pierre Béaur
and Jarkko Kari that surjectivity, injectivity, nilpotency, periodicity, eventual peri-
odicity, equicontinuity and sensitivity are all decidable properties for a given multi-
dimensional group cellular automaton. It was shown in [33] that one can decide if
the topological entropy or the values of both Lyapunov exponents of a given one-
dimensional group cellular automaton are zero or not. The chapter 4.2.2 is based on
[33].

On the other hand we can show that some problems remain undecidable even
in the more restricted classes. For example the class of reversible cellular automata
has been well studied. The decision problems regarding sensitivity, transitivity and
mixingness were proven undecidable in [59] by Ville Lukkarila. It was shown that
the conjugacy of two given reversible one-dimensional cellular automata is undecid-
able in [74] by Ville Salo. It was shown in [52] by Johan Kopra that the Lyapunov
exponents of a given one-dimensional cellular automaton can not be estimated up
to a given precision in the class of reversible cellular automata. In the same paper
it was left as an open question whether one can decide if the both global Lyapunov
exponents are zero or not. This question was answered in [32] by the author where
it was shown that the problem is undecidable. The analogous question concerning if
the topological entropy for a given reversible cellular automaton was zero was asked
in [35]. This was answered also in [32] where it was shown that the problem is un-
decidable. The paper [33] is an extended and improved version of [32]. Chapter 4 is
partly based on [32] and [33].

Many decision problems in cellular automata have been proven undecidable by
reductions to decision problems concerning Turing machines. A Turing machine is a
mathematical model of computation. Any algorithm can be implemented as a Turing
machine. Turing machines contain two main parts. A computational unit, called
the Turing machine head and a tape, which is defined in exactly the same way as a
configuration of a (one-dimensional) cellular automaton. In this context the set of
symbols from which the cells of the configuration can take values from is called the
tape alphabet. The Turing machine head stores a location, which is the cell on the
tape it is currently located at and it also stores a state from a finite set of states. The
machine then reads the symbol of the cell it is currently located at and the state it is
in and determines what it does next based on those two values. It can either move
to a new location or change the content of the cell it is located at to a new symbol
(or both at the same step, but we do not allow these to happen concurrently in this
work). Typically the set of states is split into the initial state, accepting states and
possibly rejecting states and the tape alphabet would contain a unique blank symbol.
Then it would be interesting to know which language, i.e. a set of finite words, does
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the Turing machine recognize. This language consists of words such that when input
to the Turing machine, the machine halts in an accepting state. The input word is
written on the tape in positions from cells 0 to a non-negative 𝑛 surrounded by the
blank symbol in the rest of the tape. The machine would then start the computation
with the Turing machine head starting at cell 0 in the initial state. If the Turing
machine head eventually reaches an accepting state, the computation stops and the
word is accepted. In fact an algorithm to a decision problem could be formalized
as a Turing machine. The language it recognizes would be the set of encodings of
instances for which a given statement is true for. A decision problem would then be
decidable if such machine, which additionally halts with every input, exists.

In this work we will not be focused on this type of computational aspects of Tur-
ing machines. Instead we want to view Turing machines as dynamical systems and
so we do not need to make the distinction between the different elements of the tape
alphabet and the different states, which also slightly simplifies their definition. The
study of Turing machines as dynamical systems was started by Cristopher Moore in
[64] and Petr Kůrka in [56]. We will mostly focus on the decision problems related
to some of the dynamical properties of reversible Turing machines. Previously it has
been shown that it is undecidable if a given complete reversible Turing machine is
periodic in [46] by Jarkko Kari and Nicolas Ollinger. In the same paper it was also
shown that the immortality and reachability are undecidable properties. And it was
also shown that it is undecidable if a given complete deterministic Turing machine
or a given reversible Turing machine admits a periodic configuration. This last result
was improved in [11] by Julien Cassaigne, Nicolas Ollinger, and Rodrigo Torres-
Avilés where it was first of all shown that a complete aperiodic reversible Turing
machine exists (their construction was named the SMART machine) answering pos-
itively to a conjecture in [46] and furthermore it was shown that it is undecidable if a
given complete reversible Turing machine admits a periodic configuration answering
positively to a second part of the same conjecture. It was shown in [23] by Anahı́ Ga-
jardo, Nicolas Ollinger, and Rodrigo Torres-Avilés that minimality and transitivity
are undecidable properties for complete reversible Turing machines. It was shown in
[28] by Pierre Guillon and Ville Salo that it is undecidable if a given reversible Tur-
ing machine is distorted. It was shown in [21] by Anahı́ Gajardo, Nicolas Ollinger,
and Rodrigo Torres-Avilés that the decision problem asking if the topological en-
tropy of a given complete reversible Turing machine is zero or not is undecidable.
Interestingly it was shown in [39] by Emmanuel Jeandel that there exists an algo-
rithm that estimates the topological entropy and speed of a given Turing machine to
a given precision. The questions if the speed of a given Turing machine is zero and
the existence of a strictly weakly periodic point were shown to be undecidable in
[32], which chapter 3 is based on. These results were independently proven in [80]
by Rodrigo Torres-Avilés using a different construction and reduction.

Turing machines can be visualized in a similar manner to cellular automata. A
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Figure 2. A space-time diagram of a random configuration of the complete reversible aperiodic
Turing machine known as the SMART machine

tape is a single row of squares, that can be coloured or labelled. The Turing machine
head is represented as a coloured or labelled square pointing to the cell where it is
located at. In Figure 2 we have depicted a space-time diagram of a random config-
uration of the SMART machine (To be more precise, the original SMART machine
consists of four states and the alphabet size is 3, the version of the figure uses the
same alphabet, but has eight states. The machines are equivalent, but the original
one allows simultaneous writing and moving).

Thus far we have focused on one-dimensional cellular automata (and Turing ma-
chines). More generally we can consider cellular automata over any given groups.
That is to the say that the configurations are mappings from the elements of the group
to a finite set of states and the neighbourhood vector contains elements of the group.
Otherwise the definitions remain the same. The structure of the given group affects
the dynamics and the computational properties of the cellular automata. For instance,
it was shown in [76] by Mark A. Shereshevsky that there are no expansive cellular
automata over the groups Z𝑑, when 𝑑 > 1. And as we stated earlier, surjectivity and
injectivity are decidable properties over multidimensional cellular automata if and
only if the dimension is one. It is interesting to find such classes of groups for which
a certain property holds, but does not for the groups outside of the class. One partic-
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ularly interesting class of groups is that of amenable groups, meaning the set of such
groups that admit a left-invariant and finitely additive measure. Many equivalent def-
initions exist as well and we will use one of such in this work. Garden-of-Eden theo-
rem states that a cellular automata is surjective if and only if it is pre-injective (which
means that configurations that differ in finitely many cells must map to different con-
figurations) and was first proven for one-dimensional cellular automata in [65] and
[69] by Edward F. Moore and John R. Myhill respectively. What makes amenable
groups particularly interesting is the fact that they are exactly the groups such that
the Garden-of-Eden theorem holds: It was shown in [13] by Tullio G. Ceccherini-
Silberstein, Antonio Machi, and Fabio Scarabotti that the Garden-of-Eden theorem
holds for amenable groups. It was shown in [4] by Laurent Bartholdi that amenabil-
ity is equivalent with the fact that surjectivity implies pre-injectivity, which means
that the Garden-of-Eden theorem fails to hold for non-amenable groups.

One unfortunate fact about cellular automata over more complicated groups is
that we can not present their space-time diagrams as conveniently as in the case
of one-dimensional cellular automata. But we can visualize the configurations and
space-time diagrams by Cayley graphs with coloured nodes. In the graphs we have
nodes depicted as circles and edges between those nodes depicted as lines or arrows.
The circles will be coloured based on what state the cell is at, just as in the case
of the one-dimensional cellular automata. For example in Figure 3 we can see a
part of a Cayley graph of a random configuration of a cellular automaton over the
Heisenberg group. As one can notice it might be difficult to decipher how the nodes
are connected to each other. Often it is easier to examine these kind of graphs with
an interactive 3-D model. Nevertheless we will make due with the 2-D space given
to us and instead of visuals we shall in any case focus on mathematical formalism.

Figure 3. A part of a coloured Cayley graph of a random configuration of a cellular automaton
over the Heisenberg group.
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We can generalize cellular automata further by considering functions that com-
mute with a given group action, i.e. equivariant dynamical systems. And yet another
way to generalize our framework is by equipping our dynamical systems with a mea-
sure and considering them as measure-preserving dynamical systems. This is useful
for example if we want to study the average behaviour of the system.

Topological entropy has its analogue in the setting of measure-preserving dy-
namical systems. The measure-theoretic entropy indicates how much uncertainty
the system inhibits. And as is the case with the topological entropy, the measure-
theoretic entropy is higher for more complex systems as it of course should be easier
to predict the time-evolution of simpler systems. Like its topological analogue, it is
also invariant under measure-theoretic conjugacies. This in fact has historical sig-
nificance. For instance the question by John von Neumann from 1930s of whether
the two Bernoulli shifts with distributions (12 ,

1
2) and (13 ,

1
3 ,

1
3) were isomorphic was

an open problem for a few decades. This was because there were no reliable tools
to test if two given systems were isomorphic or not. Andrey Kolmogorov defined
the measure-theoretic entropy and showed that if two different Bernoulli shifts have
different entropies, then they can not be isomorphic. The converse of the problem,
i.e. the question of whether two Bernoulli shifts with same entropies were neces-
sarily isomorphic gained a lot of attention in the following years. Donald Ornstein
gave the positive answer to the question in [71]. For an interesting historical account
on this development see for example [47] by Anatole Katok. For one-dimensional
cellular automata the measure-theoretic and topological entropies are always finite.
But for cellular automata over more complex groups, the entropies are often zero
or infinite. It even remained an open question for quite some time if there existed
a multidimensional cellular automaton with a finite non-zero entropy when the di-
mension is higher than one. According to [67] by Gary Morris and Thomas Ward
it was even conjectured by Shereshevsky that the topological entropies for multidi-
mensional cellular automata (with dimension higher than one) are always either zero
or infinite. The conjecture was proven false by Tom Meyerovitch in [63]. This indi-
cates that such cellular automata might be somewhat rare. And for multidimensional
linear cellular automata the entropy is always zero or infinite, when the dimension is
higher than one. As such the entropies are not useful if we want to tell non-conjugate
systems apart. Lyapunov exponents are only defined for one-dimensional cellular
automata. It was left as an open question to generalize the notion of Lyapunov ex-
ponents for multidimensional cellular automata in [75], where the one-dimensional
Lyapunov exponents were first defined by Mark A. Shereshevsky. In [7] François
Blanchard and Pierre Tisseur generalized Lyapunov exponents for cellular automata
over Z2. In [31] by the author Lyapunov exponents were generalized for cellular au-
tomata over arbitrary groups and the measure-theoretic entropy was generalized for
equivariant dynamical systems over amenable groups. The extended and improved
version of this paper is [34] by the author. Chapter 5 is based on [31] and [34].
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2 Preliminaries

With the preliminaries introduced in this chapter our aim is to make this thesis as
self-contained as possible. Some knowledge of set theory, general topology, metric
spaces and real analysis and perhaps some mathematical maturity are still assumed
from the reader. For the readers unfamiliar with these topics we recommend for
example the following works: [48] by John L Kelley, [78], [77] by Terence Tao and
[42] by Irving Kaplansky. One familiar with the topics of this chapter may skip over
it entirely, although the first subchapter is recommended as some notations differ
from the standard conventions.

2.1 A Few Notational Conventions
We use the standard interval notations of real numbers to denote intervals that contain
only integers. Hence {𝑛, 𝑛+1, . . .𝑚−1,𝑚} = [𝑛,𝑚] = (𝑛−1,𝑚] = [𝑛,𝑚+1) =

(𝑛−1,𝑚+1). On the other hand if we are dealing with real numbers, then we denote
[𝑥, 𝑦]R = {𝑧 ∈ R | 𝑥 ≤ 𝑧 ≤ 𝑦}. The intervals (𝑥, 𝑦]R and [𝑥, 𝑦)R are analogously
defined. The reason we do it this way and not the other way, i.e. denote [𝑛,𝑚]Z for
integer intervals and keep the standard notation for real intervals, is simply because
we need the integer intervals far more frequently. We denote Z+ = [1,∞) for the set
of positive integers, Z− = (−∞,−1] for the set of negative integers and N = [0,∞)

for the set of natural numbers. We may also denote R+ = [0,∞)R for the set of
non-negative real numbers.

The cardinality of a set 𝑋 is denoted as |𝑋|. Hence |𝑋| = 𝑛 ∈ N means that
the set 𝑋 contains 𝑛 elements. Of course the cardinality of a set may also be infinite
and in such case we would denote |𝑋| = ∞. The set of finite subsets of a set 𝑋 is
denoted as Fin(𝑋). The empty set is the unique set of cardinality zero and is denoted
as ∅.

A disjoint union is denoted as ⊎, that is 𝐴⊎𝐵 is the union of two disjoint sets 𝐴
and 𝐵. Let 𝐼 be a set of indices. Then more generally if 𝐴𝑖 ∩𝐴𝑗 = ∅ for each 𝑖 ∈ 𝐼

and 𝑗 ∈ 𝐼 ∖ {𝑖}. Then
⨄︀
𝑖∈𝐼

𝐴𝑖 is the disjoint union of all the sets 𝐴𝑖 ∈ 𝐼 .

We use the notation 𝑋𝑌 for the set of mappings from 𝑌 to 𝑋 , i.e. 𝑋𝑌 = {𝑓 :

𝑌 → 𝑋}. We might also denote 𝑥(𝑦) = 𝑥𝑦 for each 𝑦 ∈ 𝑌 and 𝑥 ∈ 𝑋𝑌 . A set
𝑌 is a subset of a set 𝑋 denoted as 𝑌 ⊆ 𝑋 if for each 𝑥 ∈ 𝑌 we have that 𝑥 ∈ 𝑋 .
Let 𝑓 : 𝑋 → 𝑌 , 𝐴 ⊆ 𝑌 and 𝐵 ⊆ 𝑋 , then we denote the image 𝑓(𝐵) = {𝑓(𝑥) ∈
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𝑌 | 𝑥 ∈ 𝐵} and the pre-image 𝑓−1(𝐴) = {𝑥 ∈ 𝑋 | 𝑓(𝑥) ∈ 𝐴}. For a collection
𝛼 of subsets of 𝑌 , we denote 𝑓−1(𝛼) = {𝑓−1(𝐴) ⊆ 𝑋 | 𝐴 ∈ 𝛼}. For a subset
𝐴 ⊆ 𝑋 we use the notation 𝑓 |𝐴 for the restriction of the function 𝑓 to the set 𝐴, i.e.
𝑓 |𝐴 : 𝐴→ 𝑌 is such that 𝑓 |𝐴(𝑥) = 𝑓(𝑥) for each 𝑥 ∈ 𝐴.

Let 𝛼 and 𝛽 be two collections of sets, then the join 𝛼 ∨ 𝛽 of 𝛼 and 𝛽 is defined
as 𝛼 ∨ 𝛽 = {𝐴 ∩ 𝐵 | 𝐴 ∈ 𝛼 and 𝐵 ∈ 𝛽}. Inductively we define a join of 𝑛

collections of sets 𝛼0, 𝛼1 . . . , 𝛼𝑛−1 as
𝑛−1⋁︀
𝑖=0

𝛼𝑖 =
⋁︀
𝑖∈𝐼

𝛼𝑖 = 𝛼𝑛−1∨
⋁︀

𝑖∈𝐼∖{𝑛−1}
𝛼𝑖, where

𝐼 = [0, 𝑛 − 1]. More generally 𝐼 can be any finite set of indices. Given a function

𝑓 : 𝑋 → 𝑋 , we denote 𝛼𝑛 =
𝑛−1⋁︀
𝑖=0

𝑓−𝑖(𝛼). And given a group action on a set 𝑋 , we

will denote 𝛼𝑔 = 𝑔−1(𝛼) and more generally 𝛼𝐹 =
⋁︀
𝑔∈𝐹

𝛼𝑔 for 𝐹 ⊆ 𝐺.

A partition 𝛼 of a set 𝑋 is such a collection of pairwise disjoint subsets of 𝑋 ,
that the union of all the elements in the partition equals 𝑋 . That is, if 𝐴 ∈ 𝛼 and
𝐵 ∈ 𝛼, then 𝐴 = 𝐵 or 𝐴 ∩𝐵 = ∅ and

⨄︀
𝐴∈𝛼

𝐴 = 𝑋 .

A relation is a subset 𝑅 ⊆ 𝑋×𝑋 , where 𝑋 is a set. We will use the notation 𝑎𝑅𝑏

if (𝑎, 𝑏) ∈ 𝑅. We will denote the complement of 𝑅 as 𝑅𝑐, i.e. 𝑅𝑐 = (𝑋 ×𝑋) ∖𝑅.
We use the ball notation 𝐵𝜖(𝑥) = {𝑦 ∈ 𝑋 | 𝑑(𝑥, 𝑦) < 𝜖} for an 𝜖-ball centered

at point 𝑥 belonging to some metric space 𝑋 , where 𝑑 : 𝑋 ×𝑋 → R+ is a metric.
If 𝑓 : 𝑋 → 𝑌 and 𝑔 : 𝑌 → 𝑍 are function. We use the notation 𝑔 ∘ 𝑓 : 𝑋 → 𝑍

for the composition of the functions 𝑓 and 𝑔.

2.2 Groups
Let (𝐺, *) be a tuple, where 𝐺 is a set and * is a mapping * : 𝐺×𝐺→ 𝐺 and let us
introduce the following axioms:

G1: ∀𝑎 ∈ 𝐺, 𝑏 ∈ 𝐺 and 𝑐 ∈ 𝐺 : (𝑎 * 𝑏) * 𝑐 = 𝑎 * (𝑏 * 𝑐).
G2: ∃𝑒 ∈ 𝐺 : ∀𝑎 ∈ 𝐺 : 𝑎 * 𝑒 = 𝑒 * 𝑎 = 𝑎.
G3: ∀𝑎 ∈ 𝐺 : ∃𝑎−1 ∈ 𝐺 : 𝑎 * 𝑎−1 = 𝑎−1 * 𝑎 = 𝑒.
G4: ∀𝑎 ∈ 𝐺 and 𝑏 ∈ 𝐺 : 𝑎 * 𝑏 = 𝑏 * 𝑎.

Then if the axiom G1 holds, a tuple (𝐺, *) is a semigroup. A semigroup that has
a (necessarily unique) neutral element, i.e. for which G2 holds, is called a monoid. If
G3 holds for a monoid, then each element has an inverse element and such monoid
is called a group. Furthermore if the order of applying the group operation does not
matter, i.e. G4 holds, a group is called an abelian group. If the operation of any
of the aforementioned algebraic structures is clear from context, then the operation
notation might be omitted so that 𝑎 * 𝑏 = 𝑎𝑏 and (𝐺, *) = 𝐺.

Let 𝐺 be an algebraic structure, then if 𝐴 ⊆ 𝐺 and 𝐵 ⊆ 𝐺 we denote as 𝐴𝐵 the
set {𝑎𝑏 | 𝑎 ∈ 𝐴 and 𝑏 ∈ 𝐵}. If in this notation either of the sets is a singleton set we
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use simply the notation 𝑎 instead of {𝑎}.
Let 𝐺 be a group and 𝐻 ⊆ 𝐺. Then 𝐻 is a subgroup of 𝐺 if it is a group with the

same operation. This is equivalent with the condition that a subset 𝐻 is a subgroup if
it is non-empty and if 𝑎𝑏 ∈ 𝐻 and 𝑎−1 ∈ 𝐻 for each 𝑎 ∈ 𝐻 and 𝑏 ∈ 𝐻 . We denote
𝐻 ≤ 𝐺 if 𝐻 is a subgroup of 𝐺. A subgroup 𝑁 of 𝐺 is a normal subgroup of 𝐺 if
𝑎𝑁 = 𝑁𝑎 for each 𝑎 ∈ 𝐺. We denote 𝑁 ⊴𝐺 if 𝑁 is a normal subgroup of 𝐺.

Let 𝐻 ⊆ 𝐺. Then the elements in the set 𝐺/𝐻 = {𝑔𝐻 | 𝑔 ∈ 𝐺} are called (left)
cosets of 𝐺. The set of cosets 𝐺/𝐻 forms a partition of 𝐺. If 𝑁 ⊴ 𝐺, then the set
of cosets 𝐺/𝑁 forms a group under the operation * that maps the elements 𝑔𝑁 and
ℎ𝑁 to the element 𝑔𝑁 * ℎ𝑁 = 𝑔ℎ𝑁 . Any group 𝐺/𝑁 is called a quotient group of
the group 𝐺.

Let (𝐺, *) and (𝐻, ·) be two groups. Then a (group) homomorphism is a mapping
𝜙 : 𝐺 → 𝐻 such that 𝜙(𝑎 * 𝑏) = 𝜙(𝑎) · 𝜙(𝑏). A homomorphism is called a
monomorphism if it is injective, an epimorphism if it surjective and an isomorphism
if it is bijective. As an example the natural epimorphism is a mapping 𝜙 : 𝐺→ 𝐺/𝑁

such that 𝜙(𝑔) = 𝑔𝑁 .
Let 𝐺 be a group and 𝑋 a set, then a mapping 𝜙 : 𝐺×𝑋 → 𝑋 is a (left) group

action if 𝜙(𝑒, 𝑥) = 𝑥 and 𝜙(𝑎, 𝜙(𝑏, 𝑥)) = 𝜙(𝑎𝑏, 𝑥) for each 𝑎 ∈ 𝐺, 𝑏 ∈ 𝐺 and
𝑥 ∈ 𝑋 . If we fix an element 𝑎 ∈ 𝐺, then we denote by 𝜙𝑎, the mapping such that
𝜙𝑎(𝑥) = 𝜙(𝑎, 𝑥). This mapping is a bijection because 𝜙𝑎−1 ∘𝜙𝑎(𝑥) = 𝜙(𝑎−1𝑎, 𝑥) =

𝜙(𝑒, 𝑥) = 𝑥. If the group action is clear from the context, we might also simply
denote 𝑎.𝑥 = 𝑎𝑥 = 𝜙(𝑎, 𝑥). Similarly we might make no distinction between a
group element 𝑎 and the mapping 𝜙𝑎 and simply denote 𝑎 = 𝜙𝑎 if this does not lead
to ambiguities. A group action is continuous if the function 𝜙𝑎 is continuous for each
𝑎 ∈ 𝐺. We will use the notation 𝐺𝑥 = {𝑔𝑥 | 𝑔 ∈ 𝐺} for the orbit of each point
𝑥 ∈ 𝑋 .

A set 𝑆 ⊆ 𝐺 is a (symmetric) set of generators of a group 𝐺 if 𝑆 = 𝑆−1 and for
every 𝑔 ∈ 𝐺 there exists a finite sequence (𝑠0, 𝑠1, . . . 𝑠𝑛) such that 𝑔 = 𝑠0𝑠1 · · · 𝑠𝑛.
If 𝑆 is a set of generators of 𝐺, we say that 𝐺 is generated by 𝑆 and denote ⟨𝑆⟩ = 𝐺.
If 𝑆 is finite, we say that 𝐺 is finitely generated. Groups are equipped with the word
metric 𝑑 : 𝐺×𝐺→ 𝐺 with respect to a given generating set 𝑆, where 𝑑(𝑔, ℎ) = 𝑛 if
𝑔−1ℎ = 𝑠1𝑠2 . . . 𝑠𝑛 is the shortest finite sequence of elements (i.e. the shortest word)
of 𝑆 that expresses 𝑔−1ℎ. We will denote |𝑔| = 𝑑(1, 𝑔) and 𝐵𝐺

𝑛 = {𝑔 ∈ 𝐺 | |𝑔| ≤
𝑛}, where we omit the superscript if the group is clear from the context.

2.3 Graphs
A multi(di)graph is a triple (𝑉,𝐸, 𝜈), where 𝑉 is a set of vertices, 𝐸 is a set of edges
and 𝜈 : 𝐸 → 𝑉 × 𝑉 is a mapping. If 𝑒 ∈ 𝐸 and 𝜈(𝑒) = (𝑣, 𝑣′), then 𝑣 is called the
source of the edge and 𝑣′ is called the target of the edge. Let 𝑆𝑉 and 𝑆𝐸 be two sets.
A mapping 𝜑 : 𝑉 → 𝑆𝑉 is called a vertex labelling and the set 𝑆𝑉 is called the set
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of vertex labels. Similarly a mapping 𝜙 : 𝐸 → 𝑆𝐸 is called an edge labelling and
the set 𝑆𝐸 is called the set of edge labels. In all of our use cases the vertex labelling
will be an identity map if even defined.

Graphs are often presented graphically; vertices are depicted as circles or rectan-
gles and edges are depicted as arrows pointing from the source to the target, vertex
labels are written inside the circles and the edge labels are written next to the arrows.

As an example a Cayley graph of a given group 𝐺 with respect to a given a set of
generators 𝑆 of 𝐺 is the graph (𝑉,𝐸, 𝜈), where 𝑉 = 𝐺 and for each 𝑔 ∈ 𝐺, 𝑔′ ∈ 𝐺

and 𝑎 ∈ 𝑆 such that 𝑔𝑎 = 𝑔′ there exists a unique 𝑒 ∈ 𝐸 such that 𝜈(𝑒) = (𝑔, 𝑔′). If
furthermore an edge labelling is present, it would be defined as 𝜙(𝑒) = 𝑎.

2.4 Words and Languages
An alphabet Σ is a finite set of symbols. A word of length 𝑛 over an alphabet Σ is any
finite sequence 𝑤 = (𝑤0, 𝑤1, . . . , 𝑤𝑛−1) = 𝑤0𝑤1 · · ·𝑤𝑛−1 from the set Σ[0,𝑛) = Σ𝑛

and |𝑤| = 𝑛 is the length of the word 𝑤. The empty word is denoted as 𝜖 and it is the
unique word of length zero. A set of all finite words i.e.

⋃︀
𝑛∈NΣ𝑛 is denoted as Σ*

and a set of all finite non-empty words Σ* ∖ {𝜖} is denoted as Σ+.
A concatenation · : Σ* × Σ* → Σ* is a mapping defined in a way such that

𝑢 ·𝑣 = 𝑢0𝑢1 . . . 𝑢𝑛𝑣0𝑣1 . . . 𝑣𝑚, where 𝑢 = 𝑢0𝑢1 . . . 𝑢𝑛 and 𝑣 = 𝑣0𝑣1 . . . 𝑣𝑚. We will
adapt the shorthand notation 𝑢𝑣 for the concatenation of any two words. Although
we do not particularly make use of this fact, we note that a pair (Σ*, ·) is a monoid.

Elements from the sets ΣN, ΣZ− and ΣZ are called right-infinite, left-infinite and
bi-infinite words, respectively. Furthermore we define a set ΣΩ = Σ+ ∪ΣN ∪ΣZ− ∪
ΣZ. A concatenation can be generalized for elements 𝑢 ∈ ΣΩ and 𝑣 ∈ ΣΩ when 𝑢 is
a finite or left-infinite word and 𝑣 is a finite or right-infinite word.

The reversal 𝑤𝑅 of a word 𝑤 ∈ ΣΩ is defined as follows: If 𝑤 = 𝑤0𝑤1 · · ·𝑤𝑛−1,
then 𝑤𝑅 = 𝑤𝑛−1𝑤𝑛−2 · · ·𝑤0. If 𝑤 ∈ ΣN, then 𝑤𝑅 ∈ ΣZ− and 𝑤𝑅

𝑖 = 𝑤−𝑖−1. If
𝑤 ∈ ΣZ− , then 𝑤𝑅 ∈ ΣN and 𝑤𝑅

𝑖 = 𝑤−𝑖−1. If 𝑤 ∈ ΣZ, then 𝑤𝑅 ∈ ΣZ and
𝑤𝑅
𝑖 = 𝑤−𝑖.

Let Σ =
𝑛⋃︀

𝑖=1

𝑖∏︀
𝑗=1

Σ𝑗 , where Σ𝑗 are finite sets of symbols and 𝑛 ∈ Z+. Suppose

that 𝑚 ∈ [1, 𝑛] and 𝑤 ∈ ΣΩ is such that 𝑤𝑘 ∈
𝑛⋃︀

𝑖=𝑚

𝑖∏︀
𝑗=1

Σ𝑗 for each 𝑘 in the domain

of 𝑤 and let 𝑆𝑚 denote the set of such words. Then a projection 𝜋𝑚 : 𝑆𝑚 → ΣΩ
𝑚 is

defined in a way such that 𝜋𝑚(𝑤)𝑘 = (𝑤𝑘)𝑚.
Let 𝑢 ∈ ΣΩ and 𝑤 ∈ ΣΩ, we will denote 𝑢 ⊏ 𝑤 if there exists such 𝑗 ∈ Z, that

𝑢𝑖 = 𝑤𝑖+𝑗 for each 𝑖 in the domain of 𝑢, and say that 𝑢 is a subword of 𝑤.
If Σ and Γ are two alphabets, we will denote the set {𝑢𝑣 | 𝑢 ∈ Σ𝛼, 𝑣 ∈ Γ𝛽} as

Σ𝛼Γ𝛽 . where 𝛼 ∈ {Z−, *,+} and 𝛽 ∈ {N, *,+}. In this notation, if Σ = {𝑎}, we
will omit the brackets.
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If 𝑤 ∈ Σ*, we will use the notation 𝑤∞ for the right-infinite word 𝑤𝑤 · · · and
∞𝑤 for the left-infinite word · · ·𝑤𝑤. If 𝐴 ⊆ Σ and 𝑤 ∈ ΣΩ, then 𝑤𝐴 = |{𝑖 | 𝑤𝑖 ∈
𝐴}|. If 𝐴 = {𝑎} then we omit the brackets from the notation and denote 𝑤𝑎 = 𝑤{𝑎}.

A subset ℒ ⊆ Σ* is called a language. A language ℒ is a finite language if
|ℒ| ∈ N. For any 𝑋 ⊆ ΣΩ we define the language of 𝑋 as the set

ℒ(𝑋) = {𝑢 ∈ Σ* | 𝑢 ⊏ 𝑤 ∈ 𝑋}.

2.5 Dynamical Systems
Main topic of this dissertation is the study of dynamical systems. While some prop-
erties which we will be considering are specific to one-dimensional cellular automata
or Turing machines, others can be introduced in the more general framework of topo-
logical or measure-preserving dynamical systems and we too will be doing so when-
ever it makes sense to do so. Cellular automata and Turing machines can be viewed
as either of these systems as we will see later on.

2.5.1 Topological Dynamical Systems

Let 𝑋 be a set. A metric is a mapping 𝑑 : 𝑋 × 𝑋 → R+ satisfying the following
axioms:

M1: 𝑑(𝑥, 𝑦) = 0 if and only if 𝑥 = 𝑦.
M2: 𝑑(𝑥, 𝑦) = 𝑑(𝑦, 𝑥).
M3: 𝑑(𝑥, 𝑦) + 𝑑(𝑦, 𝑧) ≤ 𝑑(𝑥, 𝑧).

A set 𝑋 equipped with a metric 𝑑 is called a metric space and it is denoted as
(𝑋, 𝑑). If the specific metric is not of interest or if it is clear from the context we
omit the metric from the notation and simply say that 𝑋 is a metric space. A metric
space is compact if every sequence of 𝑋 has a converging subsequence.

Let 𝛼 be a collection of subsets of 𝑋 , then 𝛼 is a cover of 𝑌 ⊆ 𝑋 if 𝑌 ⊆
⋃︀

𝐴∈𝛼
𝐴.

A cover is a finite cover if it has finitely many elements and it is an open cover if
all of its elements are open sets. If 𝛼 is a cover of 𝑌 , then a cover of 𝑌 , 𝛽, is a
subcover of 𝛼 if 𝛽 ⊆ 𝛼. In compact spaces every open cover of a closed set has a
finite subcover. If 𝛼 is an open cover of 𝑋 , then we denote by 𝑁(𝛼) the cardinality
of the smallest subcover and furthermore we define 𝐻(𝛼) = ln(𝑁(𝛼)).

Definition 2.5.1. Let 𝑋 be a metric space. Then for a subset 𝑌 ⊆ 𝑋 the diameter
of 𝑌 is defined as diam(𝑌 ) = sup{𝑑(𝑥, 𝑦) | 𝑥 ∈ 𝑌 and 𝑦 ∈ 𝑌 }. For a family 𝛼 of
subsets of 𝑋 the diameter of 𝛼 is defined as diam(𝛼) = sup{diam(𝐴) | 𝐴 ∈ 𝛼}.

Definition 2.5.2. Let 𝑋 be a metric space. Let 𝛼 be a cover of 𝑋 . Then 𝛼 is
topologically 𝐺-generating if lim

𝑛→∞
diam(𝛼𝐵𝑛

) = 0 with respect to a group action on
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𝑋 . Similarly 𝛼 is topologically 𝑓 -generating with respect to a continuous function
𝑓 : 𝑋 → 𝑋 if lim

𝑛→∞
diam(𝛼𝑛) = 0. In either case we might call 𝛼 simply generating

if doing so is not ambiguous from the context.

In the above definition we used the shorthand 𝛼𝐵𝑛
= 𝛼𝐵𝐺

𝑛
as we will often do if

the group is clear from the context.
The following lemma can be found in many books about general topology and

metric spaces. One such source for example is in [68] by James R. Munkres.

Lemma 2.5.3. [68][Lebesgue’s Number Lemma] Let 𝑋 be a compact metric space.
Then for each open cover 𝛼 of 𝑋 , there exists 𝜖 > 0 such that for each 𝑌 ⊆ 𝑋 such
that diam(𝑌 ) < 𝜖, there exists 𝐴 ∈ 𝛼 such that 𝑌 ⊆ 𝐴. Any such number 𝜖 is called
a Lebesgue number of the cover 𝛼.

Definition 2.5.4. A (topological) dynamical system is a pair (𝑋, 𝑓), where 𝑋 is a
compact metric space and 𝑓 is either a continuous function 𝑓 : 𝑋 → 𝑋 or a con-
tinuous group action 𝑓 : 𝐺 × 𝑋 → 𝑋 . In the latter case we will often denote the
dynamical system as (𝑋,𝐺) instead of (𝑋, 𝑓) if the specific group action is clear
from the context or not of specific interest. By default (𝑋, 𝑓) will always refer to the
dynamical system where 𝑓 is a function, unless otherwise specified.

Let 𝑋 and 𝑋 ′ be two compact metric spaces. Let 𝑇 ′ : 𝑋 → 𝑋 ′ be a continuous
function. Then 𝑇 ′ is called a homeomorphism if it is bijective (and its inverse is
continuous, but that follows from the compactness of 𝑋). Let (𝑋, 𝑓0) and (𝑋 ′, 𝑓1)

be two dynamical systems such that 𝑇 ∘ 𝑓0 = 𝑓1 ∘ 𝑇 (or in the case that 𝑓0 and 𝑓1
are group actions, then 𝑇 ∘ (𝑓0)𝑔 = (𝑓1)𝑔 ∘ 𝑇 for each 𝑔 ∈ 𝐺). Then 𝑇 is called a
factor map if it is surjective and in such case (𝑋 ′, 𝑓1) is a factor of (𝑋, 𝑓0). If 𝑇 is
injective, then it is called an embedding and then (𝑋, 𝑓0) is a subsystem of (𝑋 ′, 𝑓1).
If 𝑇 is a homeomorphism, then it is called a conjugacy and we say that (𝑋, 𝑓0) are
conjugate (𝑋 ′, 𝑓1).

Definition 2.5.5. Let (𝑋, 𝑓) be a dynamical system. If 𝜙 : 𝐺 ×𝑋 → 𝑋 is a group
action such that 𝑔 ∘ 𝑓 = 𝑓 ∘ 𝑔, for each 𝑔 ∈ 𝐺, where 𝜙𝑔 = 𝑔, then (𝑋, 𝑓) is
𝐺-equivariant. We also say that (𝑋, 𝑓) is equivariant if we have not specified the
group or the group action.

One property that we will consider is periodicity. Existence of certain types of
periodic points is related to speed positiveness in Turing machines. We will discuss
this in more details in the following chapter. We define the periodicity of points only,
but similarly one can consider periodicity of the whole system.

Definition 2.5.6. Let (𝑋, 𝑓) be a dynamical system. A point 𝑥 ∈ 𝑋 is called peri-
odic if there exists 𝑛 ∈ Z+ such that 𝑓𝑛(𝑥) = 𝑥.
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Analogously we can define periodicity for group actions.

Definition 2.5.7. Let (𝑋,𝐺) be a dynamical system. A point 𝑥 ∈ 𝑋 is called peri-
odic if there exists a non-identity element 𝑔 ∈ 𝐺 such that 𝑔𝑥 = 𝑥.

For equivariant dynamical systems (𝑋, 𝑓) we can consider a weaker form of
periodicity. We call a point 𝑥 ∈ 𝑋 weakly periodic if there exists 𝑛 ∈ Z+ and 𝑔 ∈ 𝐺

such that 𝑓𝑛(𝑥) = 𝑔𝑥. We will only consider such periodicity when 𝐺 = Z.
The following four definitions are related to stability of a system. The first prop-

erty states that orbits of points that are close enough to a certain point stay close to
the orbits of said point. This means for example that if we are given an estimate
of such a point with enough precision then we can reliably estimate the orbit of the
actual point up to a given precision. Systems whose each point has such property can
be considered stable. In contrast the last two properties of the four can be associated
with unstable systems.

Definition 2.5.8. Let (𝑋, 𝑓) be a dynamical system. A point 𝑥 ∈ 𝑋 is equicontinu-
ous, if

∀𝜖 > 0: ∃𝛿 > 0: ∀𝑦 ∈ 𝐵𝛿(𝑥) : ∀𝑛 ≥ 0: 𝑓𝑛(𝑦) ∈ 𝐵𝜖(𝑓
𝑛(𝑥)).

A dynamical system (𝑋, 𝑓) is called almost equicontinuous if the set of equicontin-
uous points is residual (countable intersection of open dense sets) in 𝑋 . And it is
called equicontinuous if all of its points are equicontinuous.

Definition 2.5.9. A dynamical system (𝑋, 𝑓) is uniformly equicontinuous, if

∀𝜖 > 0: ∃𝛿 > 0: ∀𝑥 ∈ 𝑋 : ∀𝑦 ∈ 𝐵𝛿(𝑥) : ∀𝑛 ≥ 0: 𝑓𝑛(𝑦) ∈ 𝐵𝜖(𝑓
𝑛(𝑥)).

Definition 2.5.10. A dynamical system (𝑋, 𝑓) is sensitive if

∃𝜖 > 0: ∀𝛿 > 0: ∀𝑥 ∈ 𝑋 : ∃𝑦 ∈ 𝐵𝛿(𝑥) : ∃𝑛 ∈ N : 𝑓𝑛(𝑦) ̸∈ 𝐵𝜖(𝑓
𝑛(𝑥)).

Any value 𝜖 > 0 that satisfies the above statement is called a sensitivity constant.

Sensitive systems can be thought of as unstable. Sensitivity means that we can
always fluctuate each point with arbitrarily tiny differences in such a way that those
differences will propagate to large ones as time moves forward. Sensitivity and
equicontinuity are closely related. One can for example notice that sensitive sys-
tems have no equicontinuous points. The converse is not necessarily true in general,
but there exists classes of systems such that a given system is always either sensi-
tive or equicontinuous as we will see later on. Another especially strong form of
sensitivity is expansivity.

Definition 2.5.11. A dynamical system (𝑋, 𝑓) is positively expansive if

∃𝜖 > 0: ∀𝑥 ∈ 𝑋, 𝑦 ∈ 𝑋,𝑥 ̸= 𝑦 : ∃𝑛 ∈ N : 𝑓𝑛(𝑦) ̸∈ 𝐵𝜖(𝑓
𝑛(𝑥)).
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We do not consider transitive systems in this dissertation, but we will refer to an
interesting open problem related to our results. In the framework of cellular automata
the property is also directly connected to sensitivity and positive expansivity as every
transitive cellular automaton is sensitive (and surjective) and every positively expan-
sive cellular automaton is transitive.

Definition 2.5.12. A dynamical system (𝑋, 𝑓) is transitive if for each pair of non-
empty open subsets 𝐴 ∈ 𝑋 and 𝐵 ∈ 𝑋 there exists 𝑛 ∈ N such that 𝑓𝑛(𝐴)∩𝐵 ̸= ∅.

The next interesting property will become very useful when we study sensitive
group cellular automata. The property is sometimes also referred to as pseudo-orbit
tracing property, which might be more descriptive. The property means that we can
estimate the pseudo-orbits with actual orbits up to any given precision.

Definition 2.5.13. Let (𝑋, 𝑓) be a dynamical system. A finite sequence (𝑥𝑖) of
points of 𝑋 is called a 𝛿-chain from 𝑥0 to 𝑥𝑛 if 𝑑(𝑓(𝑥𝑖), 𝑥𝑖+1) < 𝛿 for each 𝑖 < 𝑛.
A point 𝑥 ∈ 𝑋 is said to 𝜖-shadow a finite sequence (𝑥𝑖) if 𝑑(𝑓 𝑖(𝑥), 𝑥𝑖) < 𝜖 for each
𝑖 ≤ 𝑛. A dynamical system (𝑋, 𝑓) has the shadowing property if for every 𝜖 > 0,
there exists 𝛿 > 0 such that every 𝛿-chain is 𝜖-shadowed by some point.

Finally we define the most important property in our dissertation. Recall the
function 𝐻 which was defined earlier in the chapter as the logarithm of the cardinality
of the smallest subcover of each given open cover.

Definition 2.5.14. Let (𝑋, 𝑓) be a dynamical system and 𝛼 be a finite open cover of
𝑋 . The topological entropy with respect to partition 𝛼 is defined as

ℎ(𝛼, 𝑓) = lim
𝑛→∞

𝐻(𝛼𝑛)

𝑛
= lim

𝑛→∞

𝐻(
𝑛⋁︀

𝑖=0
𝑓−𝑖(𝛼))

𝑛
.

Let 𝒞(𝑋) be the set of finite open covers of 𝑋 , then the topological entropy of (𝑋, 𝑓)

is defined as
ℎ𝑓 = ℎ(𝑓) = sup

𝛼∈𝒞(𝑋)
ℎ(𝛼, 𝑓).

The following two theorems and their proofs can be found in many introductory
textbooks about dynamical systems,see for example [54] by Petr Kůrka.

Theorem 2.5.15. [54] Let (𝑋, 𝑓) be a dynamical system and 𝛼 be a finite open cover
of 𝑋 . If 𝛼 is generating, then

ℎ(𝛼, 𝑓) = ℎ(𝑓).

Theorem 2.5.16. [54] Let (𝑋, 𝑓0) and (𝑋 ′, 𝑓1) be two dynamical systems. If (𝑋, 𝑓0)

is a subsystem of (𝑋 ′, 𝑓1), then ℎ(𝑓0) ≤ ℎ(𝑓1). If (𝑋 ′, 𝑓1) is a factor of (𝑋 ′, 𝑓0),
then ℎ(𝑓1) ≤ ℎ(𝑓0). If (𝑋, 𝑓0) and (𝑋 ′, 𝑓1) are conjugate then ℎ(𝑓0) = ℎ(𝑓1).
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2.5.2 Measure-Preserving Dynamical Systems

Let 𝑋 be a set. A collection 𝒜 of subsets of 𝑋 is a 𝜎-algebra of 𝑋 if the following
axioms hold:

S1: ∅ ∈ 𝒜.
S2: 𝑋 ∖𝐴 ∈ 𝒜 for each 𝐴 ∈ 𝒜.

S3:
∞⋃︀
𝑖=0

𝐴𝑖 ∈ 𝒜, when each 𝐴𝑖 ∈ 𝒜.

If 𝒴 is a collection of subsets of 𝑋 , then the smallest 𝜎-algebra containing 𝒴
is called the 𝜎-algebra generated by 𝒴 , which is denoted as 𝜎(𝒴) and 𝒴 is called a
generator of 𝜎(𝒴). The Borel 𝜎-algebra of a topological space 𝑋 is the smallest 𝜎-
algebra that contains every open subset of 𝑋 or equivalently the 𝜎-algebra generated
by the set of the open sets of 𝑋 . If a topological space 𝑋 is second countable,
meaning its topology has a countable basis, then for any basis 𝒰 of 𝑋’s topology it
holds that 𝜎(𝒰) is the Borel 𝜎-algebra of 𝑋 .

A measure 𝜇 is a function 𝜇 : ℬ → [0,∞]R such that 𝜇(∅) = 0 and it is countably
additive, i.e. 𝜇(

⋃︀
𝑖∈𝐼

𝐴𝑖) =
∑︀
𝑖∈𝐼

𝜇(𝐴𝑖), where ℬ is a 𝜎-algebra, 𝐼 is a countable index

set and 𝐴𝑖 ∩ 𝐴𝑗 = ∅ for each distinct 𝑖 ∈ 𝐼 and 𝑗 ∈ 𝐼 . The sets 𝐴 ∈ ℬ are called
measurable. A measure 𝜇 is a probability measure if its codomain is the interval
[0, 1]R and 𝜇(𝑋) = 1.

We introduce three more axioms for a collection 𝒜 of subsets of 𝑋:

S2’: For each 𝐴 ∈ 𝒜 and 𝐵 ∈ 𝒜 there exists

a set of pairwise disjoint sets 𝐴𝑖 ∈ 𝒜 such that 𝐴 ∖𝐵 =
𝑛⋃︀

𝑖=0
𝐴𝑖.

S3’:
𝑛⋃︀

𝑖=0
𝐴𝑖 ∈ 𝒜, when each 𝐴𝑖 ∈ 𝒜.

S3”:
𝑛⋂︀

𝑖=0
𝐴𝑖 ∈ 𝒜, when each 𝐴𝑖 ∈ 𝒜.

A collection 𝒴 of subsets of 𝑋 is called a semiring of 𝑋 if the axioms S1, S2’
and S3” hold and it is called a ring if the axioms S1, S2 and S3’ hold. A probability
measure can be defined for the semirings and rings in the same way as for the 𝜎-
algebras, except that countable additivity is required only when

⋃︀
𝑖∈𝐼

𝐴𝑖 ∈ 𝒴 . Our

only reason in bringing up semirings and rings is the next extension theorem, proof
of which can be found for example in [51] by Achim Klenke.

Theorem 2.5.17. [51][Carathéodory’s Extension Theorem] Let 𝒴 be a (semi)ring of
𝑋 and let 𝜇0 : 𝒴 → [0, 1]R be a probability measure. Then there exists a unique
probability measure 𝜇 : 𝜎(𝒴)→ [0, 1]R such that 𝜇|𝒴 = 𝜇0.
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A triple (𝑋,ℬ, 𝜇) is a measure space, where 𝑋 is a set, ℬ is its 𝜎-algebra and
𝜇 : ℬ → [0,∞]R is an arbitrary measure and furthermore it is a probability space if 𝜇
is a probability measure. Let (𝑋𝑖,ℬ𝑖, 𝜇𝑖) be two measure spaces, where 𝑖 ∈ {0, 1}.
A function 𝑓 : 𝑋0 → 𝑋1 is called measurable, if 𝑓−1(𝐴) ∈ ℬ0 for each 𝐴 ∈ ℬ1.
A measurable function is called measure-preserving if furthermore 𝜇0(𝑓

−1(𝐴)) =

𝜇1(𝐴) for every 𝐴 ∈ ℬ1. If (𝑋,ℬ, 𝜇) is a probability space and 𝑓 : 𝑋 → 𝑋 is a
measure-preserving function, then the measure 𝜇 is called 𝑓 -invariant. Let (𝑋,ℬ, 𝜇)
be a probability space and let 𝐺 be a group acting on 𝑋 . We call 𝜇 𝐺-invariant if
the function 𝑔 : 𝑋 → 𝑋 is measure-preserving for each 𝑔 ∈ 𝐺 and we call such 𝐺

measure-preserving. Let 𝜇 be 𝑓 -invariant. If whenever 𝐴 ∈ ℬ and 𝑓−1(𝐴) = 𝐴 we
have that 𝜇(𝐴) = 0 or 𝜇(𝐴) = 1, then 𝜇 is 𝑓 -ergodic. We might also say that 𝜇 is
ergodic with respect to 𝑓 in such case.

The proof of the following handy property can be found for example in [82] by
Peter Walters.

Theorem 2.5.18. [82] Let (𝑋𝑖,ℬ𝑖, 𝜇𝑖) be two probability spaces, where 𝑖 ∈ {0, 1}.
Let 𝑓 : 𝑋0 → 𝑋1 be a function. Let 𝒴1 be such a semiring that 𝜎(𝒴1) = ℬ1.
Then 𝑓 is measurable and measure-preserving if and only if 𝑓−1(𝐴) ∈ ℬ0 and
𝜇0(𝑓

−1(𝐴)) = 𝜇1(𝐴) for each 𝐴 ∈ 𝒴1.

Definition 2.5.19. A measure-preserving dynamical system is a tuple (𝑋,ℬ, 𝜇, 𝑓),
where (𝑋,ℬ, 𝜇) is a probability space and 𝑓 is either a measure-preserving function
or a measure-preserving group action.

In the notation of the above definition we might replace the group action by the
group instead, if the action does not need to be specified or is otherwise clear from the
context. If we are using 𝑓 in the notation it will always refer to measure-preserving
function unless otherwise specified.

Suppose that (𝑋𝑖,ℬ𝑖, 𝜇𝑖, 𝑓𝑖) are two measure-preserving dynamical systems, for
each 𝑖 ∈ {0, 1}. Suppose that there exists measurable sets 𝑀𝑖 ∈ ℬ𝑖 such that
𝜇𝑖(𝑀𝑖) = 1 and 𝑓𝑖(𝑀𝑖) ⊆ 𝑀𝑖 for both 𝑖 ∈ {0, 1}. Let 𝜙 : 𝑀0 → 𝑀1 be measure-
preserving such that 𝜙∘𝑓0 = 𝑓1 ∘𝜙. If 𝜙 is surjective then it is a (measure-theoretic)
factor map and (𝑋1,ℬ1, 𝜇1, 𝑓1) is a (measure-theoretic) factor of (𝑋0,ℬ0, 𝜇0, 𝑓0).
If 𝜙 is bijective and its inverse is a factor map then it is a (measure-theoretic) iso-
morphism and (𝑋0,ℬ0, 𝜇0, 𝑓0) and (𝑋1,ℬ1, 𝜇1, 𝑓1) are (measure-theoretically) iso-
morphic.

If 𝛼 and 𝛽 are such partitions of the set 𝑋 that for each 𝐴 ∈ 𝛼 there exists 𝐵 ∈ 𝛽

such that 𝐴 ⊆ 𝐵, then 𝛼 is a refinement of 𝛽. A partition is a finite partition, if it
contains finitely many elements and it is a measurable partition if each of its element
is measurable. Let 𝛼 be a partition. For each 𝑥 ∈ 𝑋 we will denote 𝛼(𝑥) = 𝐴, where
𝐴 ∈ 𝛼 is such that 𝑥 ∈ 𝐴. Let ℬ be a 𝜎-algebra of a set 𝑋 . A sequence (𝛼𝑖) of
partitions of 𝑋 is a generating partition of ℬ if for each 𝑖 ∈ N, 𝛼𝑖+1 is a refinement
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of 𝛼𝑖 and 𝜎(
⋃︀
𝑖∈N

𝛼𝑖) = ℬ.

Definition 2.5.20. Let (𝑋,ℬ, 𝜇, 𝑓) be a measure-preserving dynamical system. The
measure-theoretic entropy of a partition 𝛼 is defined as

𝐻𝜇(𝛼) =
∑︁
𝐴∈𝛼
−𝜇(𝐴) ln(𝜇(𝐴))

and the conditional measure-theoretic entropy of a finite partition 𝛽, given 𝛼 is de-
fined as

𝐻𝜇(𝛽|𝛼) =
∑︁
𝐴∈𝛼

∑︁
𝐵∈𝛽
−𝜇(𝐴 ∩𝐵) ln(

𝜇(𝐴 ∩𝐵)

𝜇(𝐴)
).

For convenience we define 0 ln 0 = 0. The measure-theoretic entropy of a system
with respect to a partition 𝛼 is defined as

ℎ𝜇(𝑓, 𝛼) = lim
𝑛→∞

𝐻𝜇(𝛼
𝑛)

𝑛
.

Finally the measure-theoretic entropy of a system is

ℎ𝜇(𝑓) = sup{ℎ𝜇(𝑓, 𝛼) | 𝛼 is a finite and measurable partition of 𝑋}.

The facts contained in the following theorems and lemmas and their proofs can
be found in many introductory texts to ergodic theory, for example in [82] by Peter
Walters.

Theorem 2.5.21. [82] Let (𝑋,ℬ, 𝜇, 𝑓) be a measure-preserving dynamical system
and 𝛼 be a partition. The limit ℎ𝜇(𝑓, 𝛼) = lim

𝑛→∞
𝐻𝜇(𝛼𝑛)

𝑛 exists.

Lemma 2.5.22. [82] The following properties hold for the (conditional) measure-
theoretic entropy:

𝐻𝜇(𝛼 ∨ 𝛽) = 𝐻𝜇(𝛼) +𝐻𝜇(𝛽|𝛼)
𝐻𝜇(𝛼 ∨ 𝛽|𝛾) ≤ 𝐻𝜇(𝛼|𝛾) +𝐻𝜇(𝛽|𝛼 ∨ 𝛾)

𝐻𝜇(𝛽|𝛼) ≤ 𝐻𝜇(𝛽)

𝐻𝜇(𝛽) ≤ 𝐻𝜇(𝛼) if 𝛼 is a refinement of 𝛽
𝐻𝜇(𝛽|𝛼) ≤ 𝐻𝜇(𝛽

′|𝛼) if 𝛽′ is a refinement of 𝛽
𝐻𝜇(𝛽|𝛼′) ≤ 𝐻𝜇(𝛽|𝛼) if 𝛼′ is a refinement of 𝛼
ℎ𝜇(𝛽) ≤ ℎ𝜇(𝛼) +𝐻𝜇(𝛽|𝛼)
ℎ𝜇(𝛼) = ℎ𝜇(𝛼

𝑛) for each 𝑛 ∈ N

Lemma 2.5.23. [82] Let 𝑋 be a set and ℬ be a 𝜎-algebra. Let (𝛼𝑖) be a generating
sequence of partitions. Then for any partition 𝛽 we have that for every 𝜖 there exist
such 𝑛𝜖 that

𝐻𝜇(𝛽|𝛼𝑛) < 𝜖,

whenever 𝑛 > 𝑛𝜖
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Theorem 2.5.24. [82] Let (𝑋𝑖,ℬ𝑖, 𝜇𝑖, 𝑓𝑖) be two measure-preserving dynamical sys-
tems, for each 𝑖 ∈ {0, 1}. If the system (𝑋1,ℬ1, 𝜇1, 𝑓1) is a measure-theoretic factor
of the system (𝑋0,ℬ0, 𝜇0, 𝑓0) then ℎ𝜇(𝑓0) ≥ ℎ𝜇(𝑓1). If the two systems are isomor-
phic then ℎ𝜇(𝑓0) = ℎ𝜇(𝑓1).

Topological and measure-theoretic entropies are connected to each other via a
variational principle. The theorem was proven in two parts. In [25] L. Wayne Good-
wyn proved that the topological entropy is an upper bound for the supremum of the
set of measure-theoretic entropies. And the converse was proven independently in
[16] and [24] by Efim I. Dinaburg and Tim N. T. Goodman.

Theorem 2.5.25. [16; 24; 25][Variational Principle] Let (𝑋, 𝑓) be a dynamical sys-
tem. Let 𝒜 be the Borel 𝜎-algebra of 𝑋 . Letℳ the set of all probability measures
over the domain 𝒜 preserved under 𝑓 . Then ℎ(𝑓) = sup

𝜇∈ℳ
ℎ𝜇(𝑓).

If (𝑋, 𝑓) is a dynamical system, a measure 𝜇 ∈ ℳ is called a measure of maxi-
mal entropy if ℎ𝜇(𝑓) = ℎ(𝑓).

2.6 Subshifts
A (one-dimensional) full shift is a dynamical system (ΣM, 𝜎), where M ∈ {Z,N}, Σ
is a finite set of symbols and 𝜎, called the shift, is the mapping defined by 𝜎(𝑥)𝑖 =

𝑥𝑖+1. The metric 𝑑𝜎 of the space ΣM is defined as 𝑑𝜎(𝑥, 𝑦) = 2− inf{|𝑖|∈N|𝑥𝑖 ̸=𝑦𝑖}.
This metric induces the prodiscrete topology, i.e. the product topology of the discrete
topology on Σ, on the space ΣM. One can confirm that the space is compact and the
function 𝜎 is continuous. A subshift (𝑋,𝜎) is a dynamical system where 𝑋 is any
closed subset of a full shift such that 𝜎(𝑋) ⊆ 𝑋 . The space itself will also be
referred to as either a full shift or a subshift.

The set of words of length 𝑛 which appear in a subshift 𝑋 is denoted as ℒ𝑛(𝑋),
i.e. ℒ𝑛(𝑋) = {𝑢 ∈ Σ𝑛 | ∃𝑥 ∈ 𝑋 : 𝑢 ⊑ 𝑥}. The language ℒ(𝑋) of a given subshift

𝑋 is the set ℒ(𝑋) =
∞⋃︀
𝑛=0
ℒ𝑛(𝑋).

Each subshift can be defined by a set of forbidden words ℱ . In this case we
denote

𝑋ℱ = {𝑥 ∈ ΣM | ∀𝑢 ∈ ℱ : 𝑢 ̸⊑ 𝑥}.

A subshift 𝑋ℱ is called a subshift of finite type (SFT) if ℱ is finite.
A subshift (𝑋,𝜎) is called irreducible if for each pair 𝑢 ∈ ℒ(𝑋) and 𝑣 ∈ ℒ(𝑋)

there exists such 𝑤 ∈ ℒ(𝑋) that 𝑢𝑤𝑣 ∈ ℒ(𝑋). For irreducible SFTs there exists
a unique measure of maximal entropy called the Parry measure by William Parry in
[73].
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The next theorem is well known and follows by noticing that a partition 𝛼 that
contains all elements of the form {𝑥 ∈ 𝑋 | 𝑥0 = 𝑎} for each 𝑎 ∈ Σ is a generating
partition. A proof can be found for example in [54].

Theorem 2.6.1. [54] Let (𝑋,𝜎) be a subshift. Then ℎ(𝜎) = lim
𝑛→∞

|ℒ𝑛(𝑋)|
𝑛 .

More generally we can consider shifts as a group action. Let 𝐺 be a countable
group. A full shift is a dynamical system (Σ𝐺, 𝜎), where analogously Σ is a finite
set of symbols and the group action 𝜎 is called the shift and it is defined in such a
way that (𝜎(𝑔, 𝑥))ℎ = (𝑔𝑥)ℎ = 𝑥𝑔−1ℎ. The metric 𝑑𝜎 of the space Σ𝐺 is defined
as 𝑑𝜎(𝑥, 𝑦) = 2− inf{|𝑔|∈N|𝑥𝑔 ̸=𝑦𝑔}. Recall that here |𝑔| denotes the distance to the
identity element of the group with respect to the word metric. A subshift (𝑋,𝜎) is a
dynamical system where 𝑋 is any closed subset of a full shift such that 𝐺(𝑋) ⊆ 𝑋 .
Again we refer to the space itself as a full shift or subshift.

Let 𝐹 ⊆ 𝐺 be finite and let 𝑝 ∈ Σ𝐹 . A cylinder is a set 𝐷𝑝 = {𝑥 ∈ 𝑋 | 𝑥|𝐹 =

𝑝}. Denote by 𝒞(Σ𝐺) the set of all cylinders of Σ𝐺 together with the empty set, i.e.

𝒞(Σ𝐺) = {𝐷𝑝 | 𝑝 ∈ Σ𝐹 , 𝐹 ⊆ 𝐺 and |𝐹 | <∞} ∪ {∅}.

The set 𝒞(Σ𝐺) is countable and it is a clopen basis of the topology of Σ𝐺 so the space
is second countable. Therefore 𝜎(𝒞(Σ𝐺)) is the Borel 𝜎-algebra of Σ𝐺.

The set 𝒞(Σ𝐺) is a semiring. To see this clearly ∅ ∈ 𝒞(Σ𝐺) so S1 holds. Let
𝐹 ⊆ 𝐺 and 𝐹 ′ ⊆ 𝐺 be finite. Let 𝑝 ∈ Σ𝐹 and 𝑝′ ∈ Σ𝐹 ′

and suppose that 𝐷𝑝∩𝐷𝑝′ ̸=
∅. Let 𝐹 ′′ = 𝐹 ∪ 𝐹 ′ and let 𝑝′′ ∈ Σ𝐹 ′′

be such that 𝑝′′|𝐹 = 𝑝 and 𝑝′′|𝐹 ′ = 𝑝′,
such 𝑝′′ exists because 𝐷𝑝 ∩ 𝐷𝑝′ is non-empty. Then 𝐷𝑝 ∩ 𝐷𝑝′ = 𝐷𝑝′′ . Hence
inductively we have that S3” holds. We have that Σ𝐺 ∖ 𝐷′

𝑝 =
⋃︀

𝑞∈Σ𝐹 ′∖{𝑝′}
𝐷𝑞. Then

𝐷𝑝 ∖𝐷′
𝑝 =

⋃︀
𝑞∈Σ𝐹 ′∖{𝑝′}

(𝐷𝑞 ∩𝐷𝑝), where each 𝐷𝑞 ∩𝐷𝑝 is in the set 𝒞(Σ𝐺) by S3”.

This shows that S2’ holds. Then by Carathéodory’s Extension Theorem 2.5.17, we
have that any measure defined on the set of cylinders extends uniquely to the Borel
𝜎-algebra of Σ𝐺.

We can consider shifts as measure-preserving dynamical systems if we equip
them with a 𝐺-invariant measure.

Example 2.6.2. Let ℬ be the Borel 𝜎-algebra of Σ𝐺. Consider a set of symbols
Σ = [0, 𝑛 − 1] and associate them with a set of probabilities {𝑞0, 𝑞1, . . . 𝑞𝑛−1} such

that
𝑛−1∑︀
𝑖=0

𝑞𝑖 = 1. Define 𝜇 : ℬ → [0, 1]R on the cylinder sets in such a way that

𝜇(𝐷𝑝) =
∏︀
𝑔∈𝐹

𝑞𝑝𝑔
. By Carathéodory’s Extension Theorem 2.5.17 𝜇 is then uniquely

defined on the set 𝜎(𝒞(Σ𝐺)), and because the set of cylinders is a countable basis,
we have that 𝜎(𝒞(Σ𝐺)) = ℬ. Furthermore we have that 𝑔−1𝐷𝑝 = {𝑐 ∈ Σ𝐺 |
𝑐|𝑔−1𝐹 = 𝑝} for every 𝑝 ∈ Σ𝐹 and 𝑔 ∈ 𝐺 and hence 𝜇(𝐷𝑝) =

∏︀
𝑔∈𝐹

𝑞𝑝𝑔
= 𝜇(𝑔−1𝐷𝑝)
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for each 𝑔 ∈ 𝐺. Then by Theorem 2.5.18 we have that 𝜇 is G-invariant. Therefore
we have that (𝑋,ℬ, 𝜇,𝐺) is a measure-preserving dynamical system. It is called the
Bernoulli shift.

We do not consider Bernoulli shifts further in this work. Nevertheless they are
interesting examples of measure-preserving dynamical systems and as we stated in
the introduction, the study of them motivated the definition of the measure-theoretic
entropy.

2.7 Cellular Automata
In this subchapter we will give two equivalent definitions for cellular automata. We
might use either of them, depending on whichever is convenient for our purposes.

Definition 2.7.1. A cellular automaton is a dynamical system (𝑋, 𝑓), where 𝑋 ⊆
Σ𝐺 is a subshift and 𝑓 is a continuous 𝐺-equivariant function, i.e. 𝑓 commutes with
the shift, i.e. 𝑓 ∘ 𝑔 = 𝑔 ∘ 𝑓 for each 𝑔 ∈ 𝐺.

We might also denote the cylinders by 𝑃𝐹 (𝑥) = {𝑦 ∈ 𝑋 | 𝑥𝑔 = 𝑦𝑔 ∀𝑔 ∈ 𝐹},
where 𝐹 ⊆ 𝐺 and 𝑥 ∈ 𝑋 , if we want to highlight a specific cylinder where a
specific configuration belongs to. Then if 𝛼 = {𝑃1𝐺

(𝑥) | 𝑥 ∈ 𝑋}, we have that
𝛼𝐹 = {𝑃𝐹−1(𝑥) | 𝑥 ∈ 𝑋}. This is because 𝛼𝑔 = {𝑔−1(𝑃1𝐺

(𝑥)) | 𝑥 ∈ 𝑋} and since
𝑥1𝐺

= (𝑔(𝑔−1𝑥))1𝐺
= 𝑔−1𝑥𝑔−1 , we have that 𝑔−1(𝑃1𝐺

(𝑥)) = 𝑃𝑔−1(𝑔−1𝑥) and so
𝛼𝑔 = {𝑃𝑔−1(𝑔−1𝑥) | 𝑥 ∈ 𝑋} = {𝑃𝑔−1(𝑥) | 𝑥 ∈ 𝑋}.

In the context of cellular automata, the subshift 𝑋 ⊆ Σ𝐺 is called the configura-
tion space and the elements 𝑐 ∈ 𝑋 are called configurations. The symbols of Σ are
called states.

A finite vector 𝑉 = (𝑔0, 𝑔1, . . . 𝑔𝑛−1), where 𝑔𝑖 ∈ 𝐺 for each 𝑖 ∈ [0, 𝑛) is
called a neighbourhood vector. We will also by slight abuse of notation sometimes
consider 𝑉 as a set. If 𝑟 ∈ N is smallest such that 𝑉 ⊆ 𝐵𝐺

𝑟 , then 𝑉 is a radius-𝑟
neighbourhood and 𝑟 is the radius of the neighbourhood. A mapping 𝑤 : Σ𝑛 → Σ

is called a local rule. A global rule 𝑓 : 𝑋 → 𝑋 is defined in a way such that
𝑓(𝑥)ℎ = 𝑤(𝑥ℎ𝑔0 , 𝑥ℎ𝑔1 , . . . 𝑥ℎ𝑔𝑛−1

) for each ℎ ∈ 𝐺. We may also refer to the global
rule 𝑓 as a cellular automaton.

Definition 2.7.2. A tuple (𝑋,𝑉,𝑤,𝐺) is a cellular automaton, where 𝑋 is a config-
uration space, 𝑉 is a neighbourhood, 𝑤 is a local rule and 𝐺 is a group.

The proof of the following theorem can be found in [29] by Gustav A. Hedlund,
where he also credits Morton L. Curtis and Roger Lyndon for the theorem.

Theorem 2.7.3. [29] [Curtis-Hedlund-Lyndon] The Definitions 2.7.1 and 2.7.2 are
equivalent, i.e. a function 𝑓 : 𝑋 → 𝑋 is a global rule if and only if 𝑓 is continuous
and 𝐺-equivariant.
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A cellular automaton 𝑓 : 𝑋 → 𝑋 is reversible if it is bijective and the inverse
mapping is also a cellular automaton. In fact each bijective cellular automaton is
automatically reversible.

As a side remark we mention that in literature cellular automata are also referred
to as endomorphisms of the subshifts and bijective cellular automata are referred to as
automorphisms of the subshifts. When a subshift is fixed the set of endomorphisms
forms a monoid and the set of automorphisms forms a group under the operation of
composition. In this work we do not study the properties of these algebraic objects.

A quiescent state is a state satisfying 𝑤(𝑞, 𝑞, . . . 𝑞) = 𝑞. A configuration 𝑐 such
that |{𝑔 ∈ 𝐺 | 𝑐𝑔 ̸= 𝑞}| < ∞ is called 𝑞-finite or just finite if 𝑞 is clear from the
context.

Definition 2.7.4. A cellular automaton (𝑋,𝑉,𝑤,𝐺) is called 𝑔𝑖-permutive if the
functions 𝜙𝑐 : Σ → Σ defined as 𝜙𝑐(𝑥) = 𝑤(𝑐𝑔1 , 𝑐𝑔2 , . . . 𝑐𝑔𝑖−1

, 𝑥, 𝑐𝑔𝑖+1
. . . 𝑐𝑔𝑘) are

permutations for each 𝑐 ∈ Σ𝐺.

Definition 2.7.5. Let 𝒜 = (𝑋,𝑉,𝑤,𝐺) be a cellular automaton. Let 𝑁 be a normal
subgroup such that 𝐺/𝑁 ∼= Z. Let 𝑔 ∈ 𝐺 be such that ⟨𝑔𝑁⟩ = 𝐺/𝑁 . Suppose that
𝒜 is ℎ-permutive. Let 𝐼 = {𝑘 | 𝑔′ ∈ 𝑉 and 𝑔′ ∈ 𝑔𝑘𝑁}. Suppose that ℎ𝑁 ̸= 𝑔′𝑁 for
each 𝑔′ ∈ 𝑉 ∖ {ℎ} and that ℎ ∈ 𝑔𝑘𝑁 . If 𝑘 = min 𝐼 , then 𝒜 is left permutive (with
respect to ℎ, 𝑔 and 𝑁 ). If 𝑘 = max 𝐼 , then 𝒜 is right permutive (with respect to ℎ, 𝑔
and 𝑁 ).

2.7.1 One-Dimensional Cellular Automata

Many of our results consider one-dimensional cellular automata and some properties
are only defined for them. We may define them either as (ΣZ, 𝑓), (𝑋, 𝑓), 𝒜 =

(Σ, 𝑉, 𝑤), 𝑓 : ΣZ → ΣZ or 𝑓 : 𝑋 → 𝑋 , where Σ is a finite set of states, 𝑓 is a
continuous mapping, which commutes with the shift, 𝑉 is a neighbourhood vector,
𝑤 is a local rule and 𝑋 is a subshift.

We will call a configuration 𝑐 ∈ ΣZ weakly periodic if there exists such 𝑚 ∈ Z
and 𝑛 ∈ Z+, that 𝑓𝑛(𝑐) = 𝜎𝑚(𝑐). A weakly periodic configuration is called strictly
weakly periodic if it is not periodic. A finite strictly weakly periodic configuration is
called a glider.

Definition 2.7.6. Let 𝑓 : ΣZ → ΣZ be a CA. Define 𝜏𝑘 : ΣZ → (Σ2𝑘+1)N such that
𝜏𝑘(𝑐)𝑖 = 𝑓 𝑖(𝑐)[−𝑘,𝑘]. The mapping 𝜏𝑘 and the space Σ𝑘(𝑓) = 𝜏𝑘(Σ

Z) are called the
𝑘-trace shift or alternatively the 𝑘-th column shift.

Note that a trace shift is always a subshift over N. We might sometimes denote
𝑃𝑘(𝑗) = |ℒ𝑗(Σ𝑘(𝑓))| for the number of words of length 𝑗 appearing in the trace
shift.
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The following theorem is well known and shows that the topological entropy can
be calculated as the limit of the entropies of the column shifts as the column gets
wider. We have included one source where the proof can be found, albeit it is not the
first one as it was already used for example in [35].

Theorem 2.7.7. [54] Let 𝑓 : ΣZ → ΣZ be a CA. Then ℎ𝑓 = lim
𝑘→∞

ℎ𝜏𝑘 , where

ℎ𝜏𝑘 = lim
𝑗→∞

ln(𝑃𝑘(𝑗))
𝑗 .

It is easy to see that 𝑃𝑘′(𝑗) ≥ 𝑃𝑘(𝑗) for any 𝑘′ ≥ 𝑘 and hence for any 𝑘 we have
that ℎ𝜏𝑘 ≤ ℎ𝑓 .

The following was proven by Petr Kůrka in [53]. It gives a sufficient condition
for when a one-dimensional cellular automaton has the shadowing property.

Theorem 2.7.8. [53] Let (ΣZ, 𝑓) be a one-dimensional cellular automaton. If Σ𝑘(𝑓,𝑋)

is a SFT for each 𝑘 ∈ N, then (ΣZ, 𝑓) has the shadowing property.

Lyapunov exponents are a measure for the rate of (exponential) divergence of
infinitesimally close trajectories in dynamical systems. They were first introduced in
1892 by Alexandr M. Lyapunov in his doctoral thesis titled: The General Problem
of the Stability of Motion, English translation of which can be found in [60]. Since
then they have been widely studied in the context of differentiable dynamical sys-
tems. Their importance in the study of non-linear dynamical systems, for example,
can be found stated in [26] by Walter Greiner. In the context of cellular automata, the
first formal definition of Lyapunov exponents for one-dimensional cellular automata
is due to Mark A. Shereshevsky in [75], which he defines as shift-invariant values
of the left and right perturbation speeds. In fact he proves an inequality connecting
the measure-theoretical entropy of a cellular automaton and its shift-invariant Lya-
punov exponents. Pierre Tisseur altered the definitions slightly and considers average
Lyapunov exponents in [79], where he establishes a similar connection. Finally the
pointwise Lyapunov exponents were defined in [9] by Xavier Bressaud and Pierre
Tisseur.

Definition 2.7.9. Let (ΣZ, 𝑓) be a one-dimensional cellular automaton, with a global
rule 𝑓 : ΣZ → ΣZ. For every 𝑐 ∈ ΣZ, we define

𝑊+
𝑚(𝑐) = {𝑐′ ∈ ΣZ | ∀𝑖 ≥ 𝑚, 𝑐′𝑖 = 𝑐𝑖}

and
𝑊−

𝑚(𝑐) = {𝑐′ ∈ ΣZ | ∀𝑖 ≤ 𝑚, 𝑐′𝑖 = 𝑐𝑖}.

Furthermore we define

𝐼+𝑛 (𝑐) = min{𝑚 ∈ N | 𝑓 𝑖(𝑊+
−𝑚(𝑐)) ⊆𝑊+

0 (𝑓 𝑖(𝑐)), ∀𝑖 ≤ 𝑛}

26



Preliminaries

and
𝐼−𝑛 (𝑐) = min{𝑚 ∈ N | 𝑓 𝑖(𝑊−

𝑚(𝑐)) ⊆𝑊−
0 (𝑓 𝑖(𝑐)),∀𝑖 ≤ 𝑛}

Finally we define the pointwise Lyapunov exponents as

𝜆+(𝑐) = lim inf
𝑛→∞

𝐼+𝑛 (𝑐)

𝑛

and

𝜆−(𝑐) = lim inf
𝑛→∞

𝐼−𝑛 (𝑐)

𝑛

and the global Lyapunov exponents as

𝜆+ = lim
𝑛→∞

max
𝑐∈ΣZ

𝐼+𝑛 (𝑐)

𝑛

and

𝜆− = lim
𝑛→∞

max
𝑐∈ΣZ

𝐼−𝑛 (𝑐)

𝑛
.

The Lyapunov exponents can be thought of as how fast a difference can propagate
across configurations of a given cellular automaton.

The shift-invariant Lyapunov exponents are defined only for such points 𝑐 ∈ ΣZ

that the following limits exist:

𝜆+
𝜎 (𝑐) = lim

𝑛→∞
max
𝑖∈Z

𝐼+𝑛 (𝜎𝑖(𝑐))

𝑛

and

𝜆−
𝜎 (𝑐) = lim

𝑛→∞
max
𝑖∈Z

𝐼−𝑛 (𝜎𝑖(𝑐))

𝑛

It was established in [75] that if 𝜇 is ergodic with respect to 𝑓 then 𝜆+
𝜎 (𝑐) = 𝜆+

𝜇

and 𝜆−
𝜎 (𝑐) = 𝜆−

𝜇 almost everywhere, where 𝜆+
𝜇 ∈ R+ and 𝜆−

𝜇 ∈ R+.
The first inequality was established by Mark A. Shereshevsky in [75]. To under-

stand what it says we need to define the local entropy with respect to a point. Let
(𝑋,B, 𝜇, 𝑓) be a measure-preserving dynamical system. Define for each 𝑥 ∈ 𝑋 ,
𝜖 ∈ (0,∞)R and 𝑛 ∈ Z+ the set 𝐵𝑛(𝑓, 𝑥, 𝜖) = {𝑦 ∈ 𝑋 | ∀ 𝑖 ∈ [0, 𝑛 − 1] :

𝑑(𝑓 𝑖(𝑥), 𝑓 𝑖(𝑦)) ≤ 𝜖}. Then ℎ𝜇(𝑓, 𝑥) = lim
𝜖→0

lim sup
𝑛→∞

− ln(𝜇(𝐵𝑛(𝑓,𝑥,𝜖)))
𝑛 . As a side

note, it was established by Michael Brin and Anatole Katok in [10] that ℎ𝜇(𝑓) =∫︀
𝑥∈𝑋 ℎ𝜇(𝑓, 𝑥) 𝑑𝜇.

Theorem 2.7.10. [75] Let (ΣZ,B, 𝜇, 𝑓) be a measure-preserving dynamical system,
where B is the Borel 𝜎-algebra of ΣZ and 𝑓 : ΣZ → ΣZ is a cellular automaton.
Suppose that 𝜇 is 𝜎-invariant, where 𝜎 : ΣZ → ΣZ is the shift. Then

ℎ𝜇(𝑓) ≤
∫︁
𝑐∈ΣZ

ℎ𝜇(𝜎, 𝑐)(𝜆
+
𝜎 (𝑐) + 𝜆−

𝜎 (𝑐)) 𝑑𝜇.
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If additionally 𝜇 is ergodic with respect to 𝑓 , then

ℎ𝜇(𝑓) ≤ ℎ𝜇(𝜎)(𝜆
+
𝜇 + 𝜆−

𝜇 ).

In addition the average Lyapunov exponents were considered by Pierre Tisseur
in [79].

𝐼+𝑛,𝜇 =

∫︁
𝑐∈𝑋

𝐼+𝑛 (𝑐) 𝑑𝜇

and
𝐼−𝑛,𝜇 =

∫︁
𝑐∈𝑋

𝐼−𝑛 (𝑐) 𝑑𝜇.

Then furthermore

𝐼+𝜇 = lim inf
𝑛→∞

𝐼+𝑛,𝜇
𝑛

and

𝐼−𝜇 = lim inf
𝑛→∞

𝐼−𝑛,𝜇
𝑛

.

In the same article the following upper bound is established, with the main dif-
ference with Theorem 2.7.10 being that 𝜇 is expected to be ergodic with respect to
the shift and not the cellular automaton. It is also established that if 𝜇 is ergodic with
respect to 𝜎 then 𝜆+

𝜎 (𝑐) = 𝜆+
𝜇 and 𝜆−

𝜎 (𝑐) = 𝜆−
𝜇 almost everywhere, where 𝜆+

𝜇 ∈ R+

and 𝜆−
𝜇 ∈ R+. And furthermore in such case 𝐼+𝜇 ≤ 𝜆+

𝜇 and 𝐼−𝜇 ≤ 𝜆−
𝜇 .

Theorem 2.7.11. [79] Let (ΣZ,B, 𝜇, 𝑓) be a measure-preserving dynamical system,
where B is the Borel 𝜎-algebra of ΣZ and 𝑓 : ΣZ → ΣZ is a cellular automaton.
Suppose that 𝜇 is 𝜎-invariant and ergodic with respect to 𝜎, where 𝜎 : ΣZ → ΣZ is
the shift. Then

ℎ𝜇(𝑓) ≤ ℎ𝜇(𝜎)(𝐼
+
𝜇 + 𝐼−𝜇 ).

Using the knowledge that the uniform measure is ergodic with respect to the shift
and that surjective cellular automata preserve the uniform measure the following
upper bound is established for the topological entropy in [79].

Theorem 2.7.12. [79] Let (ΣZ, 𝑓) be a surjective cellular automaton. Let 𝜇 be the
uniform measure on the Borel 𝜎-algebra of ΣZ. Then

ℎ𝑓 ≤ (𝜆+
𝜇 + 𝜆−

𝜇 ) ln(Σ).

We also have that 𝜆+
𝜎 (𝑐) ≤ 𝜆+ and 𝜆−

𝜎 (𝑐) ≤ 𝜆− for each 𝑐 ∈ ΣZ and so 𝜆+
𝜇 ≤ 𝜆+

and 𝜆−
𝜇 ≤ 𝜆− for any 𝑓 -invariant measure 𝜇. From the Variational Principle 2.5.25

then follows the purely topological inequality.

Corollary 2.7.13. Let (ΣZ, 𝑓) be a surjective cellular automaton. Then ℎ𝑓 ≤ (𝜆+ +

𝜆−) ln(Σ).
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3 Turing Machines

3.1 Definition of a Turing Machine and Periodicities
A Turing machine (TM for short) is a 3-tupleℳ = (𝑄,Γ, 𝛿), where 𝑄 = 𝑄𝑤⊎𝑄𝑚 is
a finite set of states, Γ is a finite set of symbols and 𝛿 = 𝛿𝑤∪𝛿𝑚 is a set of instructions,
where 𝛿𝑤 ⊆ 𝑄𝑤 × Γ× Γ×𝑄 is a set of write instructions and 𝛿𝑚 ⊆ 𝑄𝑚 ×Δ×𝑄

is a set of move instructions, where Δ = {−1, 0, 1}. Furthermore the following two
conditions must hold: (1) If (𝑞, 𝑑, 𝑟) ∈ 𝛿 and (𝑞, 𝑑′, 𝑟′) ∈ 𝛿 then 𝑑 = 𝑑′ and 𝑟 = 𝑟′.
(2) If (𝑞, 𝑎, 𝑏, 𝑟) ∈ 𝛿 and (𝑞, 𝑎, 𝑏′, 𝑟′) ∈ 𝛿 then 𝑏 = 𝑏′ and 𝑟 = 𝑟′. These conditions
imply that we are only considering deterministic Turing machines.

A Turing machine is reversible if ℳ−1 = (𝑄,Γ, 𝛿−1) is a Turing machine,
where 𝑄 = 𝑄𝑤′ ∪ 𝑄𝑚′ , (𝑟,−𝑑, 𝑞) ∈ 𝛿−1 if (𝑞, 𝑑, 𝑟) ∈ 𝛿 and (𝑟, 𝑏, 𝑎, 𝑞) ∈ 𝛿−1 if
(𝑞, 𝑎, 𝑏, 𝑟) ∈ 𝛿. Notice that the partitioning to move and write states usually changes
here, i.e. we usually have that 𝑄𝑚 ̸= 𝑄𝑚′ and 𝑄𝑤 ̸= 𝑄𝑤′ . We will callℳ−1 the
inverse machine ofℳ.

A configuration is a 3-tuple (𝑤, 𝑖, 𝑞), where 𝑤 ∈ ΓZ is the tape, 𝑖 ∈ Z is the
location of the Turing machine head and 𝑞 ∈ 𝑄. If a write instruction is applied
to the configuration we will write (𝑤, 𝑖, 𝑞) ⊢ (𝑤′, 𝑖, 𝑟) if (𝑞, 𝑤𝑖, 𝑤

′
𝑖, 𝑟) ∈ 𝛿𝑤, where

𝑤′ ∈ ΓZ is such that 𝑤′
𝑘 = 𝑤𝑘 for each 𝑘 ̸= 𝑖. If a move instruction is applied to

the configuration we will write (𝑤, 𝑖, 𝑞) ⊢ (𝑤, 𝑖+ 𝑑, 𝑟) if (𝑞, 𝑑, 𝑟) ∈ 𝛿𝑚. Inductively
we define ⊢𝑛, where ⊢ is applied 𝑛 times. Furthermore we will write (𝑤, 𝑖, 𝑞) ⊢+
(𝑤′, 𝑗, 𝑟) if there exists such 𝑛 ∈ Z+, that (𝑤, 𝑖, 𝑞) ⊢𝑛 (𝑤′, 𝑗, 𝑟) holds. If we need
to specify in which Turing machine the computation happens in we might add the
Turing machine as a subscript and denote ⊢ℳ. We might also occasionally write
⊢ (𝑤, 𝑖, 𝑞) = (𝑤′, 𝑗, 𝑟), when (𝑤, 𝑖, 𝑞) ⊢ (𝑤′, 𝑗, 𝑟).

A Turing machine is complete if for each configuration (𝑤, 𝑖, 𝑞), there exists
(𝑤′, 𝑗, 𝑟) such that (𝑤, 𝑖, 𝑞) ⊢ (𝑤′, 𝑗, 𝑟).

We will call a configuration (𝑤, 𝑖, 𝑞) periodic if (𝑤, 𝑖, 𝑞) ⊢+ (𝑤, 𝑖, 𝑞) and weakly
periodic if there exists such 𝑗 ∈ Z, that (𝑤, 𝑖, 𝑞) ⊢+ (𝜎𝑗(𝑤), 𝑖 − 𝑗, 𝑞). Furthermore
we will call a configuration strictly weakly periodic if it is weakly periodic, but not
periodic. We will call a Turing machine periodic if all its configurations are periodic,
and aperiodic if none of its configurations are weakly periodic.

More generally we can consider Turing machines as 4-tuplesℳ = (𝑄,Γ, 𝛿, 𝐺),
where 𝐺 is a group. The set of states 𝑄 and the set of symbols Γ is defined as
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before and so is the set of write instructions 𝛿𝑤. The set of move instructions is
also analogous, except the set Δ is a finite subset of 𝐺. The set of configurations is
then Γ𝐺 × 𝐺 × 𝑄. Our need for the more general versions is minor and, with the
exception of the case 𝐺 = Z, is limited to Turing machines such that 𝐺 = Z𝑚, i.e.
the additive group of integers modulo 𝑚 and Δ = {−1, 0, 1}. Notice that we can
convert any Turing machine over Z to one over Z𝑚 by simply copying everything
as is, expect taking the movement modulo 𝑚 and considering finite configurations.
The same exact computation is performed in both of the machines while the Turing
machine head does not move from the cell 0 to the cell 𝑚− 1 or vice versa.

Many of our constructions require aperiodic reversible Turing machines and
some even complete ones. It was not at all obvious that such machines even ex-
ist. It was even conjectured by Petr Kůrka in [56] that aperiodic Turing machines
did not exist. This conjecture was proven false in [8] by Vincent D. Blondel, Julien
Cassaigne, and Codrin Nichitiu, where a complete aperiodic Turing machine was
constructed. Later a complete reversible aperiodic Turing machine was constructed
in [11] by Julien Cassaigne, Nicolas Ollinger, and Rodrigo Torres-Avilés.

Theorem 3.1.1. [11] There exists a complete reversible aperiodic Turing machine.

3.2 Graph Representation of Turing Machines
Graphs offer a convenient way to represent Turing machines. Let Δ′ = {−, 0,+}.
Given a machineℳ = (𝑄,Γ, 𝛿) we can define a multigraph (𝑉,𝐸, 𝜈) with an edge
labelling 𝜙 : 𝐸 → Δ′ ∪ Γ|Γ, where 𝑉 = 𝑄 and 𝑒 ∈ 𝐸 if and only if 𝜈(𝑒) = (𝑞, 𝑟)

and either 1) 𝜙(𝑒) = 𝛼(𝑑) if (𝑞, 𝑑, 𝑟) ∈ 𝛿𝑚, where 𝛼(1) = +, 𝛼(−1) = − and
𝛼(0) = 0; or 2) 𝜙(𝑒) = 𝑎|𝑏 if (𝑞, 𝑎, 𝑏, 𝑟) ∈ 𝛿𝑤. A graph representation of the edges
associated to move and write instruction can be seen in Figures 4 and 5 respectively.

𝑞 𝑟
+

Figure 4. A graph representation of an edge and its labelling associated to a move instruction
(𝑞, 1, 𝑟).

𝑞 𝑟
𝑎|𝑏

Figure 5. A graph representation of an edge and its labelling associated to a write instruction
(𝑞, 𝑎, 𝑏, 𝑟).

Example 3.2.1. Let ℳ = (𝑄,Γ, 𝛿) be a Turing machine, where 𝑄 = {𝑞, 𝑟, 𝑠},
Γ = {𝑎, 𝑏} and 𝛿 = {(𝑞, 𝑏, 𝑎, 𝑟), (𝑠, 𝑎, 𝑏, 𝑞), (𝑟, 1, 𝑠)}. This Turing machine moves
the symbol 𝑏 in the right direction if the machine head starts at the location of 𝑏 in
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the state 𝑞 and the content of the tape elsewhere is 𝑎. The graph representation of
this Turing machine can be seen at Figure 6.

𝑞

𝑟

𝑠

𝑏|𝑎 +

𝑎|𝑏

Figure 6. A graph representation of a Turing machine with two write states and one move state.

A version that disallows concurrent write and move instructions of the SMART
machine constructed in [11] can be seen in Figure 7.

𝑝′ 𝑝

𝑞′𝑞

𝑑′

𝑑

𝑏

𝑏′

+

− +

−

1|1, 2|2

0|1

2|0

0|2, 1|0

2|0

0|2, 1|0

1|1, 2|2

0|1

Figure 7. A graph representation of the SMART machine.

3.3 Construction Techniques for Turing Machines
In this subchapter we will recall some useful methods for constructing new Turing
machines from existing ones.

Letℳ = (𝑄,Γ, 𝛿) be a Turing machine. We will call a TMℳ′ = (𝑄′,Γ, 𝛿′) a
copy ofℳ if there exists a bijection 𝜙 : 𝑄 → 𝑄′ such that (𝜙(𝑞), 𝑑, 𝜙(𝑟)) ∈ 𝛿′𝑚 if
and only if (𝑞, 𝑑, 𝑟) ∈ 𝛿𝑚 and (𝜙(𝑞), 𝑎, 𝑏, 𝜙(𝑟)) ∈ 𝛿′𝑤 if and only if (𝑞, 𝑎, 𝑏, 𝑟) ∈ 𝛿𝑤.
We call 𝑄′ the copied state set and 𝜙(𝑞) the copied state of 𝑞. It is of course a
trivial process to make copies of existing Turing machines. To simplify the notation,
provided that it is clear from context, we might denote the state sets of multiple TMs
by the same set despite the state sets being disjoint.

A TMℳ = (𝑄,Γ, 𝛿) is an union of 𝑛 Turing machinesℳ𝑖 = (𝑄𝑖,Γ, 𝛿𝑖), where

𝑖 ∈ {0, 1, ..., 𝑛−1}, if 𝑄 =
𝑛−1⨄︀
𝑖=0

𝑄𝑖 and 𝛿 =
𝑛−1⋃︀
𝑖=0

𝛿𝑖. When constructing larger Turing

machines by taking unions of them, one might want to be able to move between the
sets of states of the different machines. Next we introduce special set of states and
state-symbol pairs where such transitions can naturally occur.
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Definition 3.3.1. If 𝑞 ∈ 𝑄𝑤 and 𝑎 ∈ Γ are such that (𝑞, 𝑎, 𝑏, 𝑟) ̸∈ 𝛿 for each pair
𝑏 ∈ Γ and 𝑟 ∈ 𝑄, then we call (𝑞, 𝑎) an error pair. If 𝑞 ∈ 𝑄𝑚 and (𝑞, 𝑑, 𝑟) ̸∈ 𝛿 for
each 𝑑 ∈ {−1, 0, 1} and 𝑟 ∈ 𝑄, we call 𝑞 an error state.

Notice that a Turing machine is a complete Turing machine if and only if there
are no error pairs and no error states.

Definition 3.3.2. Let ℳ be a reversible TM. Then a pair (𝑞, 𝑎) is a defective pair
if (𝑞, 𝑎) is an error pair of the inverse machineℳ−1. Similarly we call a state 𝑟 a
defective state if it is an error state of the inverse machineℳ−1.

In Example 3.2.1 (𝑞, 𝑎) and (𝑠, 𝑏) are error pairs and (𝑟, 𝑏) and (𝑞, 𝑎) are defective
pairs. An error state would have no outgoing edges and a defective state would have
no incoming edges in the graph representation.

When taking unions of Turing machines one can add transitions from error pairs
of one machine to defective pairs of another one and similarly with error states and
defective states. We will see an especially useful example of this construction method
in Definition 3.3.3. The technique was developed in [46] by Jarkko Kari and Nicolas
Ollinger to prove the undecidability of the periodicity problem for reversible and
complete Turing machines. It is also applied extensively in [22] and [21] by Anahı́
Gajardo, Nicolas Ollinger and Rodrigo Torres-Avilés in the proofs of undecidability
of the transitivity problem, the minimality problem and the zero entropy problem,
for example. We will also apply it to prove undecidability of a problem considering
strictly weakly periodic points in Theorem 3.6.2.

Definition 3.3.3. Let ℳ = (𝑄,Γ, 𝛿) be a reversible Turing machine. Let ℳ+ =

(𝑄+,Γ, 𝛿+) and ℳ− = (𝑄−,Γ, 𝛿−) be copies of ℳ and its inverse machine re-
spectively. For each 𝑞 ∈ 𝑄 we denote as 𝑞𝑥 ∈ 𝑄𝑥 the copied states of 𝑞, where
𝑥 ∈ {+,−}. Let 𝛿′ = {(𝑞𝑥, 𝑎, 𝑎, 𝑞𝑦) | (𝑞𝑥, 𝑎) is an error pair of 𝑄𝑥

𝑤 and 𝑥 ̸= 𝑦} and
𝛿′′ = {(𝑞𝑥, 0, 𝑞𝑦) | 𝑞𝑥 is an error state of 𝑄𝑥

𝑚 and 𝑥 ̸= 𝑦}. Letℳ0 = (𝑄0,Γ, 𝛿0) be
the union ofℳ+ andℳ−. Define a TMℳ′ = (𝑄0,Γ, 𝛿1), where 𝛿1 = 𝛿0∪𝛿′∪𝛿′′.
The TMℳ′ is referred as a TM constructed fromℳ by reversing the computation.

It might happen that an error state is a write state of the inverse machine and
the construction of the above definition does not work, but in such case we simply
change such error states from move states to write states and we have an equivalent
Turing machine, for which reversing the computation is well defined. Then with this
modification in the previous definition the error pairs (𝑞𝑥, 𝑎) ofℳ𝑥 are the defective
pairs (𝑞𝑦, 𝑎) ofℳ𝑦, when 𝑥 ̸= 𝑦 and analogously a similar statement is true for the
error and defective states. It is easy to see that a machine constructed via reversing
the computation is a reversible and complete Turing machine.
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𝑞

𝑟

𝑠

𝑎|𝑏 −

𝑏|𝑎

Figure 8. A graph representation of the inverse machine of the Turing machine of Example 3.2.1.
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𝑎|𝑎

𝑏|𝑏

𝑏|𝑏

Figure 9. A graph representation of the Turing machine constructed from the Turing machine of
Example 3.2.1 by reversing the computation.

Example 3.3.4. Letℳ = (𝑄,Γ, 𝛿) be the Turing machine from Example 3.2.1. We
will construct the Turing machineℳ′ by reversing the computation as in Definition
3.3.3. The graph representation of its inverse machine can be seen in Figure 8.

Using the notation of Definition 3.3.3 we get a copy of the original machine as
ℳ+ = (𝑄+,Γ, 𝛿+), where 𝑄+ = {𝑞+, 𝑟+, 𝑠+}, Γ = {𝑎, 𝑏} and

𝛿+ = {(𝑞+, 𝑏, 𝑎, 𝑟+), (𝑠+, 𝑎, 𝑏, 𝑞+), (𝑟+, 1, 𝑠+)}.

And similarly we get a copy of the inverse machines asℳ− = (𝑄−,Γ, 𝛿−), where
𝑄− = {𝑞−, 𝑟−, 𝑠−}, Γ = {𝑎, 𝑏} and

𝛿− = {(𝑟−, 𝑎, 𝑏, 𝑞−), (𝑞−, 𝑏, 𝑎, 𝑠−), (𝑠−,−1, 𝑟−)}.

Connecting the error pairs with defective pairs will give us a complete and re-
versible Turing machine. These connections are contained in the sets 𝛿′ and 𝛿′′. We
have that

𝛿′ = {(𝑞+, 𝑎, 𝑎, 𝑞−), (𝑠+, 𝑏, 𝑏, 𝑠−), (𝑟−, 𝑏, 𝑏, 𝑟+), (𝑞−, 𝑎, 𝑎, 𝑞+)}

and 𝛿′′ = ∅.
The constructed machine is ℳ′ = (𝑄0,Γ, 𝛿1), where 𝑄0 = 𝑄+ ∪ 𝑄− and

𝛿1 = 𝛿′∪ 𝛿+∪ 𝛿−. The graph representation of this machine can be seen in Figure 9.

3.4 Turing Machines as Dynamical Systems
Petr Kůrka introduced two ways of defining complete Turing machines as dynamical
systems in [56]. Both of them are straightforward constructions from the standard
definition. We simply adjust the configuration space slightly to achieve a compact
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metric space and then we define a continuous function that remains faithful to the
transition rule.

The first system is called Turing machine with moving tape or TMT for short.
In TMT, the location of the Turing machine head is fixed to the origin and the tape
moves instead of the Turing machine head. For example if the machine reads a right
move, the tape moves left, i.e. the content at each cell gets shifted left by one cell.
More specifically, the space is defined as 𝑋 = ΓZ ×𝑄 and the function 𝑓 : 𝑋 → 𝑋

works as follows: If (𝑞, 𝑑, 𝑟) ∈ 𝛿𝑚 then 𝑓(𝑤, 𝑞) = (𝜎𝑑(𝑤), 𝑟) for each (𝑤, 𝑞) ∈ ΓZ×
𝑄𝑚. The write instruction reads the tape content at origin and rewrites it according to
the instructions, i.e. for each (𝑞, 𝑎, 𝑏, 𝑟) ∈ 𝛿𝑤 we have that 𝑓(𝑤, 𝑞) = (𝑤′, 𝑟), where
𝑤0 = 𝑎, 𝑤′

0 = 𝑏, and 𝑤𝑖 = 𝑤′
𝑖 for each 𝑖 ̸= 0. The distance 𝑑 : 𝑋 → R is defined as

𝑑((𝑤, 𝑞), (𝑤′, 𝑞′)) = 2 if 𝑞 ̸= 𝑞′ and 𝑑𝜎(𝑤,𝑤
′) if 𝑞 = 𝑞′.

The second system is called Turing machine with moving head or TMH for short.
The function of this system works more like a computation of a traditional Turing
machine. The space is defined as 𝑋 = {𝑤 ∈ ((𝑄 × Γ) ∪ Γ)Z | 𝑤𝑄×Γ = 1} ∪ ΓZ

equipped with the distance 𝑑𝜎. The function 𝑓 : 𝑋 → 𝑋 is defined as follows:
If 𝑤 ∈ ΓZ, then 𝑓(𝑤) = 𝑤. Otherwise if 𝑤𝑗 = (𝑞, 𝑎) and (𝑞, 𝑎, 𝑏, 𝑟) ∈ 𝛿𝑤, then
𝑓(𝑤) = 𝑤′, where 𝑤′

𝑗 = (𝑟, 𝑏) and 𝑤𝑖 = 𝑤′
𝑖 for each 𝑖 ̸= 𝑗. Finally if 𝑤𝑗 = (𝑞, 𝑎)

and (𝑞, 𝑑, 𝑟) ∈ 𝛿𝑚, then 𝑓(𝑤) = 𝑤′, where either 1) 𝑤′
𝑗+𝑑 = (𝑟, 𝑤𝑗+𝑑), 𝑤′

𝑗 = 𝑎 and
𝑤𝑖 = 𝑤′

𝑖 for each 𝑖 ̸∈ {𝑗, 𝑗 + 𝑑} if 𝑑 ̸= 0 or 2) 𝑤′
𝑗 = (𝑟, 𝑎) and 𝑤𝑖 = 𝑤′

𝑖 for each
𝑖 ̸= 𝑗 if 𝑑 = 0.

One can check that the spaces are indeed compact metric spaces and the functions
are continuous in their respective spaces.

3.5 Speed of Turing Machines
We first define a function that tracks the location of the Turing machine head given
some initial configuration and a time step.

Definition 3.5.1. Let ℳ = (𝑄,Γ, 𝛿) be a Turing machine. Let 𝑋 be the con-
figuration space of the TM. Define 𝑓𝑇 : 𝑋 × N → Z as 𝑓𝑇 ((𝑤, 𝑖, 𝑞), 𝑛) = 𝑗 if
(𝑤, 𝑖, 𝑞) ⊢𝑛 (𝑤′, 𝑗, 𝑟) for some 𝑤′ and 𝑟.

Using the tracking function we define a set of visited locations given some initial
configuration and a time step.

Definition 3.5.2. Letℳ = (𝑄,Γ, 𝛿) be a Turing machine. Let 𝑋 be the configura-
tion space of the TM. Define 𝑓𝑉 : 𝑋 × N→ Fin(N) as 𝑓𝑉 (𝑥, 𝑛) = {𝑓𝑇 (𝑥, 𝑗) | 𝑗 ≤
𝑛}.

Finally we can calculate the maximum amount of visited locations by any com-
putation by a given time and define the notion of speed.
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Definition 3.5.3. Let ℳ = (𝑄,Γ, 𝛿) be a Turing machine. Let 𝑋 be the config-
uration space of the TM. Define the movement bound 𝑓𝑀 : N → N as 𝑓𝑀 (𝑛) =

max𝑥∈𝑋 |𝑓𝑉 (𝑥, 𝑛)|. The speed of the TMℳ is defined as 𝑓𝑆(ℳ) = lim𝑛→∞
𝑓𝑀 (𝑛)

𝑛 .

Theorem 3.5.4. [39] Letℳ be a Turing machine, and 𝑓𝑀 be its movement bound.
Ifℳ is aperiodic, then 𝑓𝑀 is sublinear.

The above Theorem by Emmanuel Jeandel implies that any aperiodic Turing
machineℳ has zero speed, i.e. 𝑓𝑆(ℳ) = 0. We will also make use of the following
upper bound for the movement bound by Pierre Guillon and Ville Salo.

Theorem 3.5.5. [28] Letℳ = (𝑄,Γ, 𝛿) be Turing machine, and 𝑓𝑀 its movement
bound. Ifℳ is aperiodic, then 𝑓𝑀 = 𝒪( 𝑛

ln𝑛).

Theorem 3.5.6. [39] Letℳ be a Turing machine, then 𝑓𝑆(ℳ) > 0 if and only if
there exists a strictly weakly periodic configuration.

The following two theorems establish a connection between the speed and the
topological entropy of Turing machines.

Theorem 3.5.7. [39] Letℳ = (𝑄,Γ, 𝛿) be a Turing machine and denote by ℎℳ its
entropy. Then 𝑓𝑆(ℳ) ≥ ℎℳ

ln |Γ| .

Theorem 3.5.8. [39] Letℳ = (𝑄,Γ, 𝛿) be a Turing machine and denote by ℎℳ its
entropy and 𝐴 a non-empty set of symbols. Then we can effectively construct a Turing
machineℳ𝐴 = (𝑄′,Γ×𝐴, 𝛿′) such that ℎℳ𝐴

ln |𝐴| ≥ 𝑓𝑆(ℳ) and 𝑓𝑆(ℳ) = 𝑓𝑆(ℳ𝐴).

3.6 Decision Problems for Reversible Turing Machines
The decision problems that we are interested in are as follows:

ARTM REACHABILITY: Given an aperiodic and reversible Turing machine and two
states 𝑞𝛼 and 𝑞𝜔, decide if 𝑞𝜔 is reachable from 𝑞𝛼.

RCTM STRICTLY WEAKLY PERIODIC CONFIGURATION: Given a reversible and
complete Turing machine, decide if there exists a strictly weakly periodic configura-
tion.

RCTM ZERO SPEED: Given a reversible and complete Turing machine, decide if its
speed is zero.

RCTM ZERO ENTROPY: Given a reversible and complete Turing machine, decide if
its entropy is zero.
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The first and fourth have already been proven to be undecidable in [46] by Jarkko
Kari and Nicolas Ollinger and [21] by Anahı́ Gajardo, Nicolas Ollinger and Rodrigo
Torres-Avilés respectively. The second and the third will be proved to be undecid-
able in the following. Their undecidability has been independently proved in [80]
by Rodrigo Torres-Avilés. We use the reduction from the first decision problem to
the second and third and give an alternative proof that shows that the problems are
undecidable. Our construction method introduces a novel way to move finite simu-
lation areas of the tape, which makes it suitable for further reductions to problems
concerning reversible cellular automata. There is no apparent way to make similar
reductions, at least to all of the problems we consider, from the construction of [80]
in a straightforward way. The construction method we develop in this chapter might
also be of further interest in the framework of Turing machines. We also show how
the undecidability of the fourth problem follows easily from the undecidability of the
third problem, although this result is not new either, it gives an alternate proof all the
same.

Theorem 3.6.1. [46] ARTM REACHABILITY is undecidable.

Theorem 3.6.2. RCTM STRICTLY WEAKLY PERIODIC CONFIGURATION is unde-
cidable.

Proof. Letℳ = (𝑄,Γ, 𝛿) be an aperiodic and reversible Turing machine. We will
prove the theorem via reduction from the ARTM REACHABILITY problem, which
is known to be undecidable by Theorem 3.6.1. To this end, for a given two states
𝑞𝛼 and 𝑞𝜔 of 𝑄, we will construct a Turing machineℳ𝑤𝑝 such that 𝑞𝜔 is reachable
from 𝑞𝛼 inℳ if and only ifℳ𝑤𝑝 has a strictly weakly periodic configuration.

Without loss of generality, we can assume that 𝑞𝛼 is a defective state and 𝑞𝜔 is an
error state. The reason for that is that if we can reach 𝑞𝜔 from 𝑞𝛼 during finitely many
steps, then there exists a last time that the computation sees the state 𝑞𝛼 and hence
we can just begin the computation from that point. Furthermore we can assume that
when starting from 𝑞𝛼, the first two instructions are a move to the right (𝑞𝛼,+, 𝑞′𝛼)

and a move to the left (𝑞′𝛼,−, 𝑞′′𝛼). If that is not the case, we add these moves to 𝛿

and the states 𝑞′𝛼 and 𝑞′′𝛼 to 𝑄. After that if 𝑞𝛼 ∈ 𝑄𝑚, we replace (𝑞𝛼, 𝑑, 𝑟0) with
(𝑞′′𝛼, 𝑑, 𝑟0) and if 𝑞𝛼 ∈ 𝑄𝑤, we replace each (𝑞𝛼, 𝑎, 𝑏, 𝑟) ∈ 𝛿 with (𝑞′′𝛼, 𝑎, 𝑏, 𝑟). We
can also assume that there exists a special symbol # such that (𝑞,#) is both an error
and a defective pair for each 𝑞 ∈ 𝑄𝑤, as if not, we could simply add such symbol.
We will denote Γ′ = Γ ∖ {#}.

We will construct three copies of ℳ and three copies of its inverse machine
ℳ− to achieve six new TMsℳ𝑥

𝑦 = (𝑄𝑥
𝑦 ,Γ, 𝛿

𝑥
𝑦 ), for given pairs of subscripts and

superscripts that we will introduce in the following paragraphs. The superscript 𝑥 is
either + or − depending on whether the machine is a copy of the original machine
or its inverse, respectively. If we need to specify from which machine the state is,
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we will add the name of the Turing machine as a subscript. We will describe how to
modify each copy to suit our needs. We will say that we will replace an instruction
(𝑞, 𝑑, 𝑟) ∈ 𝛿𝑥𝑦 with a sub-routine as described by a transition graph depicted in a
given figure. What we will mean by this is that we will add all such states to the new
machine’s state set 𝑄𝑥

𝑦 , which are depicted in the same color in the transition graph
as the states 𝑞 and 𝑟. Additionally we will then remove (𝑞, 𝑑, 𝑟) from 𝛿𝑥𝑦 and add to
it all the instructions that are between nodes of the same color.

First we will construct a TM ℳ+
𝑅 = (𝑄+

𝑅,Γ, 𝛿
+
𝑅) by taking a copy of ℳ and

replacing each instruction (𝑞,+, 𝑟) ∈ 𝛿+𝑅 , where 𝑞 ̸= 𝑞𝛼 with the sub-routine in
Figure 10. We will also replace the instruction (𝑞𝛼,+, 𝑞′𝛼) ∈ 𝛿+𝑅 with the sub-routine
in Figure 11.

𝑞

𝑟

𝑞𝑎 𝑞′𝑎 𝑟𝑞

+ +

𝑎′ | 𝑎′

−

# | #
− 𝑎 | # + # | 𝑎 − # | #

Figure 10. A transition graph that represents a sub-routine, which replaces each instruction
(𝑞,+, 𝑟) of ℳ+

𝑅, where 𝑞 ̸= 𝑞𝛼. Here 𝑎 ∈ Γ′ and 𝑎′ ∈ Γ′. The states 𝑞𝑎 and 𝑞′𝑎 are unique for each
𝑎 ∈ Γ′. The last pair of nodes on the top-right corner represents a transition from ℳ+

𝑅 to ℳ−
𝑅 .

𝑞𝛼

𝑞′𝛼

𝑞𝑎 𝑞′𝑎 𝑞′′′𝛼

+

𝑎′ | 𝑎′

# | #
− 𝑎 | # + # | 𝑎 − # | #

Figure 11. A transition graph that represents a sub-routine, which replaces the instruction
(𝑞𝛼,+, 𝑞′𝛼) of ℳ+

𝑅. . Here 𝑎 ∈ Γ′ and 𝑎′ ∈ Γ′. The states 𝑞𝑎 and 𝑞′𝑎 are unique for each 𝑎 ∈ Γ′.
The last pair of nodes on the top-right corner represents the transition from ℳ+

𝑅 to ℳ−
𝐿 .

Then we will construct a machineℳ−
𝑅 = (𝑄−

𝑅,Γ, 𝛿
−
𝑅) by taking a copy of the

inverse machineℳ− and by replacing each instruction (𝑟,−, 𝑞) ∈ 𝛿−𝑅 with the sub-
routine in the left side of Figure 12.

𝑟 𝑟𝑞 𝑞
𝑎 | 𝑎 −

𝑞𝛼 𝑞𝛼
𝑎 | 𝑎

Figure 12. A transition graph on the left side represents a sub-routine, which replaces each
instruction (𝑟,−, 𝑞) of ℳ−

𝑅 , where 𝑟 ̸= 𝑞′𝛼. The transition graph on the right side represents the
transition from ℳ−

𝑅 to ℳ+
𝑅 at the state 𝑞𝛼. Here 𝑎 ∈ Γ′.

The machines ℳ+
𝑅 and ℳ−

𝑅 are constructed in such a way, that under certain
conditions, when starting a computation from the state 𝑞𝛼, the machineℳ+

𝑅 will try
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to find the first # symbol from the right side of the computation area while iterating
as the original machine and if it finds one the symbol # is moved one step left and the
computation transitions to that of the machineℳ−

𝑅, which rewinds the computation
back to the starting position at the state 𝑞𝛼.

The third TMℳ+
𝐿 = (𝑄+

𝐿 ,Γ, 𝛿
+
𝐿 ) is constructed by copying the original machine

ℳ and by replacing each instruction (𝑞,−, 𝑟) ∈ 𝛿+𝐿 with the sub-routine in Figure
13.

𝑞

𝑟

𝑟𝑞

𝑞𝑎 𝑞′𝑎 𝑟𝑞
− −

𝑎′ | 𝑎′

+

# | #
−
# | #

+ # | #

𝑎 | 𝑎
𝑎 | # + # | 𝑎 − # | #

Figure 13. A transition graph that represents the sub-routine, which replaces the instruction
(𝑞,−, 𝑟) of ℳ+

𝐿 . Here 𝑎 ∈ Γ′ and 𝑎′ ∈ Γ′. The states 𝑞𝑎 and 𝑞′𝑎 are unique for each 𝑎 ∈ Γ. The last
pair of nodes on the top-right corner represents a transition from ℳ+

𝐿 to ℳ−
𝐹 and the last pair of

nodes on the middle represents a transition from ℳ+
𝐿 to ℳ−

𝐿 .

The fourth TMℳ−
𝐿 = (𝑄−

𝐿 ,Γ, 𝛿
−
𝐿 ) is constructed by taking a copy of the inverse

machineℳ and by replacing each instruction (𝑟,+, 𝑞) ∈ 𝛿−𝐿 with the sub-routine in
the top-left corner of Figure 14 and additionally (𝑞′𝛼,−, 𝑞𝛼) ∈ 𝛿−𝐿 is replaced with
the sub-routine in the bottom of Figure 14.

𝑟 𝑟𝑞 𝑞
− − 𝑎 | 𝑎 + + +

𝑞𝛼 𝑞𝛼
𝑎 | 𝑎

𝑞′𝛼 𝑞′′′𝛼 𝑞𝛼
− − 𝑎 | 𝑎 +

Figure 14. The transition graph on the bottom represents the sub-routine, which replaces the
instruction (𝑞′𝛼,−, 𝑞𝛼) of ℳ−

𝐿 . The transition graph on the top-left corner represents the
sub-routine, which replaces the instruction (𝑟,+, 𝑞) of ℳ−

𝐿 . The transition graph on the top-right
corner represents the transition from ℳ−

𝐿 to ℳ+
𝐿 at the state 𝑞𝛼. Here 𝑎 ∈ Γ′.

The machinesℳ+
𝐿 andℳ−

𝐿 behave analogously to the machines with the sub-
script 𝑅, except this time the symbol # is searched from the left side of the compu-
tation area.

The fifth TMℳ+
𝐹 = (𝑄+

𝐹 ,Γ, 𝛿
+
𝐹 ) is just the exact copy of the original machine

ℳ.
And finally the sixth TMℳ−

𝐹 = (𝑄−
𝐹 ,Γ, 𝛿

−
𝐹 ) is constructed by taking a copy of

the inverse machineℳ− and by replacing each instruction (𝑟,+, 𝑞) ∈ 𝛿−𝐹 with the
sub-routine in Figure 15.

The machinesℳ+
𝐹 andℳ−

𝐹 are built to ensure that the machine reaches the state
𝑞𝜔 from 𝑞𝛼 if the original machines does and then again rewinds the computation
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𝑟 𝑟𝑞 𝑞
− 𝑎 | 𝑎 + +

𝑞𝛼 𝑞𝛼
𝑎 | 𝑎

Figure 15. The transition graph on the left side represents a sub-routine, which replaces each
instruction (𝑟,+, 𝑞) of ℳ−

𝐹 . The transition graph on the right side represents the transition from
ℳ−

𝐹 to ℳ+
𝐹 at the state 𝑞𝛼. Here 𝑎 ∈ Γ′.

back to the starting position at the state 𝑞𝛼.
Letℳ′ be the union of our six Turing machines constructed so far. We will add

transitions between the state sets of the different machines by adding the instructions
from Figures 10 - 16, where the pairs of nodes are depicted by two different colors.
Our final construction is the Turing machine ℳ𝑤𝑝, which is constructed from ℳ′

and the inverse machineℳ′− by the method of reversing the computation. A high-
level overview of the machineℳ𝑤𝑝 can be found from Figure 17, where the purpose
of each of the six machine is briefly explained.

𝑞𝜔 𝑞𝜔
𝑎 | 𝑎

Figure 16. A transition graph that represents the only transition from ℳ+
𝐹 to ℳ−

𝑅 . Here 𝑎 ∈ Γ′.

ℳ−
𝐿 ℳ+

𝑅 ℳ−
𝑅

ℳ+
𝐿 ℳ−

𝐹 ℳ+
𝐹

Figure 17. A graph depiction of the high-level overview of how the machine ℳ𝑤𝑝 works. The
machine ℳ+

𝑅 is tasked to search for the symbol # from the right side of the initial position. If the
symbol is found, it is moved one step left. If the initial position was crossed during this move the
computation transitions to the machine ℳ−

𝐿 and if not then to the machine ℳ−
𝑅 . Similarly the

machine ℳ+
𝐿 is tasked to search for the symbol # from the left side of the initial position. If the

symbol is found, it is moved one step left. If the symbol # was moved next to another one the
computation transitions to the machine ℳ−

𝐹 and if not then to the machine ℳ−
𝐿 . All of the

machines ℳ−
𝑥 , where 𝑥 ∈ {𝑅,𝐿, 𝐹}, are tasked with reversing the computation and if they reach

state 𝑞𝛼 the computation transitions to the machine ℳ+
𝑥 . Finally the computation transitions from

the machine ℳ+
𝐹 to the machine ℳ−

𝑅 if and only if it reaches the state 𝑞𝜔 .

Notice that the constructed machineℳ𝑤𝑝 is complete and reversible. This fol-
lows because the original machine was reversible and furthermore one can easily
check that during our modifications the reversibility remains. The only parts where
the reversibility could be lost is at the transitions between different machines. One
can check that the state 𝑟𝑞 or the state 𝑞′′′𝛼 is entered either from a state belonging
to a copy of the inverse machine if a symbol other than # is read and from a state
belonging to a copy of the original machine if the # symbol is read. The Turing
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machine does not alter the tape content in any of these moves so the reversibility
remains. Other transitions happen at either the state 𝑞𝛼 or at the state 𝑞𝜔, but they are
not an issue where reversibility could be lost since they are a defective state and an
error state respectively in the original machine.

Next we will prove, that the machineℳ𝑤𝑝, which we constructed above, has a
strictly weakly periodic point if and only if the state 𝑞𝜔 is reachable from the state 𝑞𝛼
in the original machineℳ.

We will first assume that 𝑞𝜔 is reachable from 𝑞𝛼. Since the computation is finite,
there exists such 𝑛 ∈ N, that exactly 𝑛+ 1 indices of the tape are visited during the
computation. By shifting, if necessary, we can assume that the visited indices are
in the interval [0, 𝑛]. Let 𝑥 ∈ ΓZ, 𝑦 ∈ ΓZ, 𝑖𝛼 ∈ [0, 𝑛] and 𝑖𝜔 ∈ [0, 𝑛] be such that
(𝑥, 𝑖𝛼, 𝑞𝛼) ⊢+ (𝑦, 𝑖𝜔, 𝑞𝜔) in ℳ and let 𝑤 = 𝑥[0,𝑛]. For each 𝑖 ∈ [0, 𝑛] let 𝑡𝑖 > 2

be the smallest integer such that (𝑥, 𝑖𝛼, 𝑞𝛼) ⊢𝑡𝑖 (𝑦′, 𝑖, 𝑞) for some pair 𝑦′ ∈ ΓZ and
𝑞 ∈ 𝑄.

For any word 𝑢 ∈ Γ𝑛+1 we adapt a shorthand 𝑢#𝑖,𝑗 = −∞#𝑢[0,𝑖]#𝑢[𝑖+1,𝑛]#
∞,

where 𝑢#𝑖,𝑗
[𝑗,𝑗+𝑛+1] = 𝑢[0,𝑖]#𝑢[𝑖+1,𝑛] and if 𝑗 = 0 we denote 𝑢#𝑖,𝑗 = 𝑢#𝑖. Notice first

that 𝑢#𝑖,𝑗 = 𝜎−𝑗(𝑢#𝑖). Our goal is then to show that (𝑤#𝑛, 𝑖𝛼, 𝑞𝛼) ⊢+ (𝑤#𝑛,1, 𝑖𝛼+

1, 𝑞𝛼) in ℳ𝑤𝑝, i.e. the word 𝑤[0,𝑛] surrounded by # symbols has moved one step
right, which would mean that 𝑤#𝑛 is a weakly periodic configuration.

From the way we constructed ℳ+
𝑅 follows that if (𝑥, 𝑖, 𝑞) ⊢ℳ (𝑥′, 𝑖′, 𝑟) and

𝑥𝑗 ̸= # for each 𝑗 ∈ [𝑖, 𝑖 + 2], then (𝑥, 𝑖, 𝑞) ⊢𝑘ℳ+
𝑅

(𝑥′, 𝑖′, 𝑟), where 𝑘 ∈ {1, 2, 4}
depends on the state 𝑞. We have that 𝑘 = 1, if 𝑞 ∈ 𝑄𝑤 or (𝑞, 𝑑, 𝑟) ∈ 𝛿, for some 𝑟

where 𝑑 ̸= 1 as those instructions were not altered inℳ+
𝑅. We have 𝑘 = 2 if 𝑞 = 𝑞𝛼

as in this case the instructions from the bottom of Figure 11 are applied. And 𝑘 = 4

if (𝑞,+, 𝑟) ∈ 𝛿 for some 𝑟 as in this case the instructions from the bottom of Figure
10 are applied.

We will then show that (𝑤#𝑖, 𝑖𝛼, 𝑞𝛼) ⊢+ (𝑤#𝑖−1, 𝑖𝛼, 𝑞𝛼) holds when the machine
is using the states and instructions ofℳ+

𝑅 and 𝑞𝛼 ∈ 𝑄+
𝑅 and 𝑖 ∈ (𝑖𝛼, 𝑛].

From the assumption that we do not have # at index 𝑖𝛼 + 1 it follows that
(𝑤#𝑖, 𝑖𝛼, 𝑞𝛼) ⊢3 (𝑤#𝑖, 𝑖𝛼, 𝑞

′′
𝛼). Let 𝑡 = 𝑡𝑖. Then for each 𝑘 < 𝑡, there exists

such 𝑛𝑘, that if (𝑥, 𝑖𝛼, 𝑞𝛼) ⊢𝑘ℳ (𝑥′, 𝑗, 𝑞) then (𝑤#𝑖, 𝑖𝛼, 𝑞𝛼) ⊢𝑛𝑘

ℳ+
𝑅

(𝑤′#𝑖, 𝑗, 𝑞), where
𝑤′ = 𝑥′[0,𝑛]. This is because either the machine head is at a location of the indices
[0, 𝑖 − 2], and there are no # symbols in the indices [0, 𝑖] or the machine head is at
the index 𝑖− 1 and the state dictates no right moves by the definition of 𝑡.

Now let 𝑥′ ∈ ΓZ and 𝑞 ∈ 𝑄 be such that (𝑥, 𝑖𝛼, 𝑞𝛼) ⊢𝑡−1
ℳ (𝑥′, 𝑖 − 1, 𝑞) and

(𝑤#𝑖, 𝑖𝛼, 𝑞𝛼) ⊢𝑛𝑡−1

ℳ+
𝑅

(𝑤′#𝑖, 𝑖−1, 𝑞), where 𝑤′ = 𝑥′[0,𝑛]. As (𝑥′, 𝑖−1, 𝑞) ⊢ℳ (𝑥′, 𝑖, 𝑟),

by definition of 𝑡 and since the symbol at the index 𝑖+1 is #, the machineℳ+
𝑅 uses

the instructions from the upper path of Figure 10. The machine takes 2 steps right,
witnesses the symbol # at index 𝑖 + 1, moves one step left, stores the tape symbol
and exchanges it to #, moves right and replaces the symbol # at index with the
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symbol previously at index 𝑖, and then moves left and reads #. After all this we have
(𝑤′#𝑖, 𝑖 − 1, 𝑞) ⊢9ℳ+

𝑅

(𝑤′#𝑖−1, 𝑖, 𝑟𝑞) and then one step after (𝑤′#𝑖−1, 𝑖, 𝑟𝑞) ⊢ℳ−
𝑅

(𝑤′#𝑖−1, 𝑖− 1, 𝑞) as in Figure 12.
As the content at each index in [0, 𝑖 − 1] differs from # and by definition of

𝑡 and the assumption that 𝑖𝛼 < 𝑖 the computation stayed inside the indices [0, 𝑖],
therefore the computation using the states fromℳ−

𝑅 never sees the symbol # when
moving from right to left as this would require a left move from index 𝑖+ 1. Hence
the changes in Figure 12 do not affect the computation compared to the original ma-
chine, other than potentially adding some extra steps. This means that (𝑤′#𝑖−1, 𝑖 −
1, 𝑞) ⊢+ℳ−

𝑅

(𝑤#𝑖−1, 𝑖𝛼, 𝑞𝛼).

Assume then that 𝑖 = 𝑖𝛼. Then (𝑤#𝑖, 𝑖𝛼, 𝑞𝛼,ℳ+
𝑅
) ⊢8ℳ+

𝑅

(𝑤#𝑖−1, 𝑖𝛼, 𝑞
′′′
𝛼 ) ⊢2ℳ−

𝐿

(𝑤#𝑖−1, 𝑖𝛼+1, 𝑞𝛼,ℳ+
𝐿
). This can be seen from the instructions of Figures 11 and 14.

If 𝑖 = 𝑖𝛼−1, then the computation starts with (𝑤#𝑖, 𝑖𝛼+1, 𝑞𝛼) ⊢ℳ+
𝐿
(𝑤#𝑖, 𝑖𝛼+

2, 𝑞′𝛼) followed by a left move and as there is a symbol # at index 𝑖𝛼 the middle
path from Figure 13 is followed and so (𝑤#𝑖, 𝑖𝛼 + 2, 𝑞′𝛼) ⊢10ℳ+

𝐿

(𝑤#𝑖−1, 𝑖𝛼 − 1, 𝑟𝑞),
where 𝑟 = 𝑞′′𝛼 and 𝑞 = 𝑞′𝛼. After that the instructions from top left of Figure 14 are
followed first and then after the instructions in bottom of the same Figure and finally
the transition in the top right of the same Figure and thus (𝑤#𝑖−1, 𝑖𝛼 − 1, 𝑟𝑞) ⊢3ℳ−

𝐿

(𝑤#𝑖−1, 𝑖𝛼 + 2, 𝑞′𝛼) ⊢5ℳ−
𝐿

(𝑤#𝑖−1, 𝑖𝛼 + 1, 𝑞𝛼,ℳ+
𝐿
), where 𝑟 = 𝑞′′𝛼 and 𝑞 = 𝑞′𝛼.

If 𝑖 ∈ [0, 𝑖𝛼 − 1), then let 𝑡 = 𝑡𝑖+1. Then as the computations of the original
machine stays at the indices [𝑖+2, 𝑛] for the first 𝑡−1 steps for each 𝑘 < 𝑡 there exists
such 𝑛𝑘, that if (𝑥, 𝑖𝛼, 𝑞𝛼) ⊢𝑘ℳ (𝑥′, 𝑗, 𝑞) then (𝑤#𝑖, 𝑖𝛼+1, 𝑞𝛼) ⊢𝑛𝑘

ℳ+
𝐿

(𝑤′#𝑖, 𝑗+1, 𝑞),

where 𝑤′ = 𝑥′[0,𝑛]. This is because the machine ℳ+
𝐿 behaves as the original with

the exception of the left moves, but again those only cause some extra steps unless a
left move happens at index 𝑖 + 2 of the original machine, but by definition no such
moves happen before step 𝑡. So let (𝑤#𝑖, 𝑖𝛼 + 1, 𝑞𝛼) ⊢𝑛𝑡−1

ℳ+
𝐿

(𝑤′#𝑖, 𝑖+ 3, 𝑞). Then by

definition of 𝑡 a left move is used so the machineℳ+
𝐿 follows the instructions in the

middle of Figure 13 and so (𝑤′#𝑖, 𝑖+ 3, 𝑞) ⊢10ℳ+
𝐿

(𝑤′#𝑖−1, 𝑖, 𝑟𝑞).

The computation of the machineℳ−
𝐿 starts by the instructions on the top left of

Figure 14 so that (𝑤′#𝑖−1, 𝑖, 𝑟𝑞) ⊢3ℳ−
𝐿

(𝑤′#𝑖−1, 𝑖 + 3, 𝑞). Then since after this, the

computation stays inside the indices [𝑖+3, 𝑛+1], we have that (𝑤′#𝑖−1, 𝑖+3, 𝑞) ⊢+ℳ−
𝐿

(𝑤′#𝑖−1, 𝑖𝛼 + 1, 𝑞𝛼).
If 𝑖 = −1, then 𝑤′#𝑖 = 𝑤′#𝑛,1. Let 𝑡 = 2 if 𝑖𝛼 = 0 or 𝑡 = 𝑡0 otherwise.

Let (𝑤#𝑛,1, 𝑖𝛼 + 1, 𝑞𝛼) ⊢𝑛𝑡−1

ℳ+
𝐿

(𝑤′#𝑛,1, 2, 𝑞). As now 𝑤′#𝑛,1
0 = 𝑤′#𝑛,1

−1 = #, the

computation will follow the upper path of Figure 13 and so (𝑤′#𝑛,1, 2, 𝑞) ⊢7ℳ+
𝐿

(𝑤′#𝑛,1, 0, 𝑟𝑞).
The computation then transitions to the machineℳ−

𝐹 and follows the instructions
of Figure 13 so that (𝑤′#𝑛,1, 0, 𝑟𝑞) ⊢2ℳ−

𝐹

(𝑤′#𝑛,1, 2, 𝑞). Then by definition of 𝑡
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in the last paragraph, the computation never makes a left move at index 0 and so
(𝑤′#𝑛,1, 2, 𝑞) ⊢+ℳ−

𝐹

(𝑤#𝑛,1, 𝑖𝛼 + 1, 𝑞𝛼).

Finally, because 𝑞𝜔 is reachable from 𝑞𝛼, we have that (𝑤#𝑛,1, 𝑖𝛼 + 1, 𝑞𝛼) ⊢+ℳ+
𝐹

(𝑤#𝑛,1, 𝑖𝜔+1, 𝑞𝜔) and then instructions of Figures 16 and 12 are used and as the orig-
inal computation stays within indices [0, 𝑛], we have that (𝑤#𝑛,1, 𝑖𝜔 + 1, 𝑞𝜔) ⊢+ℳ−

𝑅

(𝑤#𝑛,1, 𝑖𝛼 + 1, 𝑞𝛼,ℳ+
𝑅
).

Hence by combining all of the above we have shown that (𝑤#𝑛,0, 𝑖𝛼, 𝑞𝛼) ⊢+ℳ𝑤𝑝

(𝑤#𝑛,1, 𝑖𝛼 + 1, 𝑞𝛼).

Suppose then that there exists a strictly weakly periodic configuration inℳ𝑤𝑝.
We will show that then necessarily 𝑞𝜔 must be reachable from 𝑞𝛼 inℳ.

So let (𝑥, 𝑖, 𝑞0) ⊢𝑛 (𝜎(𝑥)−𝑘, 𝑖 + 𝑘, 𝑞𝑛) for 𝑘 ̸= 0 and let {𝑞𝑗 | 𝑗 ∈ [0, 𝑛]}
be the set of all the states visited. Clearly if the set of states {𝑞𝑗 | 0 ≤ 𝑗 ≤ 𝑛}
contains states from both ℳ′+ and ℳ′− we would have a periodic configuration
and so 𝑘 = 0. Therefore we can assume that all the states are fromℳ′+.

Let us first assume that 𝑞0 is a state from the machineℳ+
𝑅. Since the original

machineℳ is aperiodic it follows from the construction that there needs to exist a
time 𝑡0 ∈ (0, 𝑛) such that 𝑞𝑡0 is a state from either a machineℳ−

𝑅 orℳ−
𝐿 . This can

only happen using instructions from Figures 10 or 11 and in both cases a symbol # at
some position 𝑗 ∈ Z shifts one step left. Suppose we have the former case. Since our
configuration is weakly periodic, there must exist a time 𝑡1 > 𝑡0 such that 𝑞𝑡1 ∈ 𝑄+

𝑅.
Since the machineℳ−

𝑅 behaves as the inverse of the original machine, we also have
𝑡2 ≥ 𝑡1 such that we have (𝑥, 𝑖, 𝑞0) ⊢𝑡2 (𝑥′, 𝑖, 𝑞0), where 𝑥𝑗 = # = 𝑥′𝑗−1, 𝑥𝑗−1 = 𝑥′𝑗
and 𝑥𝑗′ = 𝑥′𝑗′ for each 𝑗′ ∈ Z ∖ [𝑗 − 1, 𝑗]. Hence we must have 𝑛 > 𝑡2, as all that
has happened is the nearest symbol in the right side of cell 𝑖 has moved one step left.
This computation now necessarily must repeat until the symbol # is eventually at the
cell 𝑖 + 1. Hence there exists 𝑡3 > 𝑡2 and 𝑥′ ∈ ΓZ such that (𝑥, 𝑖, 𝑞0) ⊢𝑡3 (𝑥′, 𝑖, 𝑞𝛼)

and 𝑥′𝑖+1 = #. Then necessarily instructions from Figure 11 are used and thus there
exists such 𝑡4 > 𝑡3, 𝑥′ ∈ ΓZ and 𝑞 ∈ 𝑄−

𝐿 , that (𝑥, 𝑖, 𝑞0) ⊢𝑡4 (𝑥′, 𝑖 + 1, 𝑞). The
computation then pushes the symbol # left while it alternates between machines
ℳ+

𝐿 andℳ−
𝐿 , until such moment that the instructions from the top of Figure 13 are

used. This will happen eventually as by the assumption of weakly periodicity we will
eventually return to a state in 𝑄+

𝑅. Hence there exist such 𝑡5 > 𝑡4, 𝑥′ ∈ ΓZ, 𝑖′ ∈ Z
and 𝑞 ∈ 𝑄−

𝐹 , that (𝑥, 𝑖, 𝑞0) ⊢𝑡5 (𝑥′, 𝑖′, 𝑞). Now the computation can not remain in
the states of the machineℳ−

𝐹 , hence by Figure 15 we have such 𝑡6 > 𝑡5, 𝑥′ ∈ ΓZ

and 𝑖′ ∈ Z, that (𝑥, 𝑖, 𝑞0) ⊢𝑡6 (𝑥′, 𝑖′, 𝑞𝛼,ℳ+
𝐹
). As the computation can not remain in

ℳ+
𝐹 either, it must eventually use the instructions in Figure 16. Since the machine

ℳ+
𝐹 is just an exact copy of the original one, we have that 𝑞𝜔 is reachable from 𝑞𝛼.

We are done, but let us continue the computation a few steps further. Eventually the
instructions of Figure 12 are used to return to the states of machineℳ+

𝑅. Now we
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have cycled through all the machines. If 𝑞0 belongs to any of the other machines
ℳ𝑦

𝑥, for 𝑥 ∈ {𝐹,𝐿,𝑅} and 𝑦 ∈ {+,−}, then we must repeat all the above steps in
different order. Hence if there exists a strictly weakly periodic it must mean that 𝑞𝜔
is reachable from 𝑞𝛼.

Immediately we get the two following corollaries:

Theorem 3.6.3. RCTM ZERO SPEED is undecidable.

Proof. From Theorem 3.5.6 we know that a Turing machine has non-zero speed if
and only if there exists a weakly periodic configuration. From Theorem 3.6.2 we
have that RCTM STRICTLY WEAKLY PERIODIC CONFIGURATION is undecidable
and hence RCTM ZERO SPEED is also undecidable as otherwise we could use the
same algorithm to solve both of the problems.

Theorem 3.6.4. RCTM ZERO ENTROPY is undecidable.

Proof. By combining Theorems 3.5.7 and 3.5.8 , for a given TMℳ, we can build
another TMℳ𝐴 such that ℎℳ𝐴

ln |𝐴| ≥ 𝑠(ℳ) = 𝑠(ℳ𝐴) ≥ ℎℳ𝐴

ln |Γ×𝐴| , where Γ is the set
of symbols ofℳ and 𝐴 is a finite set of symbols such that |𝐴| > 1. Hence the speed
of TMℳ is equal to 0 if and only if the topological entropy of the TMℳ𝐴 is equal
to 0. Therefore if we had an algorithm, which tells if a given ARCTM has an entropy
of value zero or not, we would also have an algorithm that tells whether a given TM
has a speed zero or not. Therefore the claim follows by Theorem 3.6.3.
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4 One-Dimensional Cellular Automata

In this chapter we will study several decision problems related to topological entropy
of cellular automata. We will show that the problems we consider are decidable if
we restrict ourselves to the class of group cellular automata. On the other hand we
will show that in the framework of reversible cellular automata the problems that
we consider are undecidable. We will also construct a sensitive cellular automaton
that has no configurations with positive pointwise Lyapunov exponents. With the
exception of the group cellular automata, all our constructions embed and simulate
computations of Turing machines in them. This is why we begin the chapter by
introducing the details of such embeddings.

4.1 Simulating Turing Machines Inside Cellular Automata

We can simulate the computations of Turing machines inside cellular automata by
using the construction method of Turing machine with moving head (TMH). The
only issue that needs to be dealt with is the question of what should the CA do
when a configuration has multiple states depicting Turing machine heads. This is
typically dealt with the introduction of arrows, which subdivide each configuration
into independent simulation areas. Then we just have to decide what should happen
when the simulations run out of space. Furthermore we do not require the TMs to
be complete to be able to use this kind of construction as we can add rules that deal
with the cases when the TM transition is undefined. In the following subchapters we
will describe a couple of ways of how a given Turing machine can be simulated in
sets of simulation words.

4.1.1 Direct Embedding

Definition 4.1.1. Letℳ = (𝑄,Γ, 𝛿) be a Turing machine and denote 𝐴 = {→,←}.
Let Σℳ = 𝑄1 ∪ 𝑇1, where 𝑄1 = Γ × 𝑄 and 𝑇1 = Γ × 𝐴. We call elements in 𝑄1

the head symbols and elements in 𝑇1 the tape symbols. The alphabet Σℳ is called
the TM alphabet.
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We define a relation 𝑅1 in a following way: For 𝑎 ∈ Σℳ and 𝑏 ∈ Σℳ

𝑎𝑅1𝑏 iff

⎧⎪⎨⎪⎩
𝑎 ∈ Γ× {→} ∧ 𝑏 ∈ (Γ× {→}) ∪𝑄1

∨ 𝑎 ∈ 𝑄1 ∧ 𝑏 ∈ Γ× {←}
∨ 𝑎 ∈ Γ× {←} ∧ 𝑏 ∈ Γ× {←}.

Define 𝑆𝛼
ℳ = {𝑤 ∈ Σ𝛼

ℳ | 𝑤𝑗𝑅1𝑤𝑗+1∀𝑗 and 𝑤𝑄1
= 1}, where 𝛼 ∈ {Z,Z−,N, *}.

Additionally we define 𝑆Ω
ℳ = 𝑆Z

ℳ∪𝑆
Z−
ℳ ∪𝑆N

ℳ∪𝑆*
ℳ. Elements in any of these sets

will be called simulation words. Next we will define a partial function on these sets,
which simulates the computations of a given Turing machine.

Let 𝑤 ∈ 𝑆Ω
ℳ. If 𝑗 is such an index that 𝑤𝑗 ∈ 𝑄1, then we define 𝑓𝐿(𝑤) = 𝑗. If

furthermore 𝑤𝑗 = (𝑎, 𝑞), then 𝑓𝑄(𝑤) = 𝑞.
Let # ̸∈ Γ. We define a padding function 𝑝 : 𝑆Ω

ℳ → (Γ ∪ {#})Z such that
𝑝(𝑤)𝑖 = 𝑎, when 𝑤 ∈ 𝑆𝛼

ℳ, 𝑤𝑖 = (𝑎, 𝑏) ∈ Σℳ, 𝑖 ∈ 𝛼, where 𝛼 ∈ {Z,Z−,N, *} and
𝑝(𝑤)𝑖 = # otherwise.

Using these notations we can define an injective mapping from the simulation
words to Turing machine configurations.

Definition 4.1.2. Letℳ be a TM. Define 𝜏 : 𝑆Ω
ℳ → (Γ ∪ {#})Z × Z×𝑄 in such

a way that 𝜏(𝑤) = (𝑝(𝑤), 𝑓𝐿(𝑤), 𝑓𝑄(𝑤)).

Finally we can define a partial function that simulates the computation of a Tur-
ing machine in the simulation words:

Definition 4.1.3. Let ℳ be a TM. Define a partial function 𝑓𝑆ℳ : 𝑆Ω
ℳ → 𝑆Ω

ℳ in
such a way that 𝑓𝑆ℳ(𝑤) = 𝜏−1∘ ⊢ ∘ 𝜏(𝑤) if ⊢ is defined for 𝜏(𝑤) and ⊢ ∘ 𝜏(𝑤) =
(𝑤′, 𝑗, 𝑞) and 𝑤′

𝑗 ̸= #.

The function of the above definition behaves on the simulation words just as the
Turing machine does on configurations as long as the Turing machine head stays
inside the domains of the simulation words.

4.1.2 Conveyor Belt Model

We will then describe an alternative model of embedding configurations of Turing
machines to configurations of cellular automata. The model we are going to describe
is called the conveyor belt model. The name comes from the fact that the tape of the
Turing machine is folded into two parts of equal length and tied together resembling a
similar loop that a conveyor belt makes around two pulleys. The embedding method
has the important property that a Turing machine head will visit each boundary of a
finite simulation area infinitely many times if the underlying TM is aperiodic. We
need this property in Chapter 4.3. This embedding method has been previously used
at least in [28] by Pierre Guillon and Ville Salo.
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Definition 4.1.4. Letℳ = (𝑄,Γ, 𝛿) be a Turing machine and denote 𝐴 = {→,←}.
Let Σℳ,2 = 𝑄2 ∪ 𝑇2, where 𝑄2 = Γ2 × 𝑄 × {0, 1} and 𝑇2 = Γ2 × 𝐴. We call
elements in 𝑄2 the head symbols and elements in 𝑇2 the tape symbols. The alphabet
Σℳ,2 is called the TM conveyor belt alphabet.

In the above notation if (𝑎, 𝑏, 𝑞, 𝑖) ∈ 𝑄2, then if 𝑖 = 0 it is interpreted as the
Turing machine head being at the top side of the conveyor belt and if 𝑖 = 1 it is
interpreted as the Turing machine head being at the bottom side of the conveyor belt.

Define a relation 𝑅2 in a following way: Let 𝑎 ∈ Σℳ,2 and 𝑏 ∈ Σℳ,2, then

𝑎𝑅2𝑏 if

⎧⎪⎨⎪⎩
𝑎 ∈ Γ2 × {→} ∧ 𝑏 ∈ (Γ2 × {→}) ∪𝑄2

∨ 𝑎 ∈ 𝑄2 ∧ 𝑏 ∈ Γ2 × {←}
∨ 𝑎 ∈ Γ2 × {←} ∧ 𝑏 ∈ Γ2 × {←}.

Define 𝑆𝛼
ℳ,2 = {𝑤 ∈ Σ𝛼

ℳ,2 | 𝑤𝑗𝑅2𝑤𝑗+1∀ 𝑗 and 𝑤𝑄2
= 1}, where 𝛼 ∈

{Z,Z−,N, *}. Additionally we define 𝑆Ω
ℳ,2 = 𝑆Z

ℳ,2 ∪ 𝑆
Z−
ℳ,2 ∪ 𝑆N

ℳ,2 ∪ 𝑆*
ℳ,2. Ele-

ments in any of these sets will be called simulation words.
Similarly to the case of the direct embedding, we need some auxiliary functions

that allow us to map a given simulation word to a configuration of a Turing machine.
Let 𝑤 ∈ 𝑆𝛼

ℳ,2, where 𝛼 ∈ {Z,Z−,N, *}. Let 𝑗 be such an index that 𝑤𝑗 ∈ 𝑄2.
Suppose 𝑤𝑗 = (𝑎, 𝑏, 𝑞, 𝑖). Then we define 𝑓𝑄(𝑤) = 𝑞 and 𝑓𝐹 (𝑤) = 𝑖. The location
function 𝑓𝐿 : 𝑆Ω

ℳ,2 → Z is a bit more involved as we need to unwrap the conveyor
belt: If 𝑖 = 0, then 𝑓𝐿 = 𝑗. If 𝑖 = 1 and 𝛼 = *, then 𝑓𝐿 = 2|𝑤| − 1− 𝑗. If 𝑖 = 1 and
𝛼 = N, then 𝑓𝐿 = −𝑗 − 1. If 𝑖 = 1 and 𝛼 = Z−, then 𝑓𝐿 = −𝑗 + 1. If 𝑖 = 1 and
𝛼 = Z, then 𝑓𝐿 = −𝑗.

Next we define the unwrapping function 𝑓𝑈 : 𝑆Ω
ℳ,2 → 𝑆Ω

ℳ,2. Let 𝑤 ∈ 𝑆𝛼
ℳ,2,

where 𝛼 ∈ {Z,Z−,N, *}. Let 𝑢 = 𝜋0(𝑤) and 𝑣 = 𝜋1(𝑤), be the tape unwrapped
and cut into two parts of equal length at the ends. Then 𝑓𝑈 is defined in the following
way: If 𝛼 ∈ {*,Z−}, then 𝑓𝑈 (𝑤) = 𝑢𝑣𝑅. If 𝛼 = N, then 𝑓𝑈 (𝑤) = 𝑣𝑅𝑢. Denote
𝑓𝐹 (𝑤) = 𝑖. If 𝛼 = Z, then 𝑓𝑈 (𝑤) = 𝑢 if 𝑖 = 0 and 𝑓𝑈 (𝑤) = 𝑣𝑅 if 𝑖 = 1.

Definition 4.1.5. Let ℳ be a TM. Define 𝜏 : 𝑆𝛼
ℳ,2 → Γ𝐺 × 𝐺 × 𝑄, where 𝛼 ∈

{Z,Z−,N, *}, in such a way that 𝜏(𝑤) = (𝑓𝑈 (𝑤), 𝑓𝐿(𝑤), 𝑓𝑄(𝑤)), where 𝐺 = Z2|𝑤|
if 𝛼 = * and 𝐺 = Z otherwise.

The above function is an injection for each 𝛼 ∈ {Z−,N, *}. For 𝛼 = Z the
function is not an injection, but can be extended to one if we store the side of the
conveyor belt where the Turing machine head is not located at.

We define the partial function that simulates the computation of a Turing machine
for simulation words in the following way:

Definition 4.1.6. Letℳ be a TM. Define a partial function 𝑓𝑆ℳ,2 : 𝑆𝛼
ℳ,2 → 𝑆𝛼

ℳ,2,
for each 𝛼 ∈ {Z−,N, *}, in such a way that 𝑓𝑆ℳ,2(𝑤) = 𝜏−1∘ ⊢ ∘ 𝜏(𝑤) if ⊢ is
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defined for 𝜏(𝑤). For 𝛼 = Z the function is defined in such a way that if ⊢ is defined
for 𝜏(𝑤) then 𝑓𝑆ℳ,2(𝑤) = 𝑤′, where 𝜋𝑖(𝑤′) = 𝜏−1∘ ⊢ ∘ 𝜏(𝑤) and 𝜋𝑗(𝑤

′) = 𝜋𝑗(𝑤),
where 𝑖 = 𝑓𝐹 (𝑤) and 𝑗 ∈ {0, 1} such that 𝑖 ̸= 𝑗.

4.1.3 Simulation Areas

If the set of states of a given CA contains either a TM alphabet or a TM conveyor belt
alphabet as a subset, we can recognize simulation areas in the configurations of such
CA and use the functions 𝑓𝑆ℳ and 𝑓𝑆ℳ,2 to simulate Turing machine computations
in those areas. We will describe this process next.

Letℳ = (𝑄,Γ, 𝛿) be a Turing machine. Let Σ1 and Σ2 be such sets of symbols
that Σℳ ⊆ Σ1 and Σℳ,2 ⊆ Σ2.

Let 𝑖 ∈ {1, 2}. For each configuration 𝑐 ∈ ΣZ
𝑖 , we define a set of locations for

the Turing machine heads as

𝐻𝑐 = {𝑗 ∈ Z | 𝑐𝑗 ∈ 𝑄𝑖}.

Recall that 𝑎𝑅𝑐𝑏 is used to denote that (𝑎, 𝑏) is not in a relation 𝑅. Next we define
the simulation bounds as functions 𝑙𝑐 : 𝐻𝑐 → Z ∪ {−∞} and 𝑟𝑐 : 𝐻𝑐 → Z ∪ {∞}
in the following way:

𝑙𝑐(𝑗) = sup{𝑘 ∈ Z | 𝑘 ≤ 𝑗 and 𝑐𝑘−1𝑅
𝑐
𝑖𝑐𝑘}

and
𝑟𝑐(𝑗) = inf{𝑘 ∈ Z | 𝑗 ≤ 𝑘 and 𝑐𝑘𝑅

𝑐
𝑖𝑐𝑘+1}.

We will also denote 𝐿𝑐 = 𝑙𝑐(𝐻𝑐) and 𝑅𝑐 = 𝑟𝑐(𝐻𝑐). From these bounds we can
define the set of cells that are not part of any simulation area as

𝑈𝑐 = Z ∖ (
⋃︁

𝑗∈𝐻𝑐

[𝑙𝑐(𝑗), 𝑟𝑐(𝑗)]).

Using the simulation bounds, we can define two partial functions, which simulate
the computations of the given Turing machine in their designated simulation areas as
𝑓 ′
ℳ : ΣZ

𝑖 → ΣZ
𝑖 , where

𝑓 ′
ℳ(𝑐)[𝑙𝑐(𝑗),𝑟𝑐(𝑗)] = 𝑓(𝑐[𝑙𝑐(𝑗),𝑟𝑐(𝑗)]) if 𝑓 is defined ∀𝑗 ∈ 𝐻𝑐 and
𝑓 ′
ℳ(𝑐)𝑘 = 𝑐𝑘 ∀𝑘 ∈ 𝑈𝑐,

where 𝑓 = 𝑓𝑆ℳ if 𝑖 = 1 and 𝑓 = 𝑓𝑆ℳ,2 if 𝑖 = 2.
The partial functions 𝑓 ′

ℳ can be completed to cellular automata. As each sim-
ulation area behaves as a computation of a Turing machine would, we can define
partial radius-1 local rules, which behave exactly as our partial functions do in the
simulation areas. Then we just need to decide what the CA do with simulation words
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𝑐[𝑙𝑐(𝑗),𝑟𝑐(𝑗)] such that 𝑓𝑆ℳ or 𝑓𝑆ℳ,2 is undefined, i.e. TM sees an error pair or an error
state or the computation tries to move outside the simulation area in the direct em-
bedding. For example if the TM is reversible we can reverse the computation when
𝑓 ′
ℳ is undefined or runs out of space and we would get a reversible CA.

Hence let us finally define 𝑓ℳ : ΣZ
𝑖 → ΣZ

𝑖 in the following way for complete
Turing machines: If 𝑖 = 2, then 𝑓ℳ = 𝑓 ′

ℳ. If 𝑖 = 1, then we demand that ℳ is
constructed from some reversible Turing machine by reversing the computation. For
each 𝑐 ∈ ΣZ

1 define 𝑐′ ∈ ΣZ
1 in such a way that if 𝑗 ∈ 𝐻𝑐 and 𝑐𝑗 = (𝑎, 𝑞𝑥) where

𝑥 ∈ {+,−}, then 𝑐′𝑗 = (𝑎, 𝑞𝑦), where 𝑦 ∈ {+,−} and 𝑥 ̸= 𝑦. Then we can define

𝑓ℳ(𝑐)[𝑙𝑐(𝑗),𝑟𝑐(𝑗)] = 𝑓𝑆ℳ(𝑐[𝑙𝑐(𝑗),𝑟𝑐(𝑗)]) ∀𝑗 ∈ 𝐻𝑐 such that 𝑓𝑆ℳ is defined,
𝑓ℳ(𝑐)[𝑙𝑐(𝑗),𝑟𝑐(𝑗)] = 𝑐′[𝑙𝑐(𝑗),𝑟𝑐(𝑗)] ∀𝑗 ∈ 𝐻𝑐 such that 𝑓𝑆ℳ is undefined and
𝑓ℳ(𝑐)𝑘 = 𝑐𝑘 ∀𝑘 ∈ 𝑈𝑐.

4.2 Decision Problems: Topological Entropy, Lyapunov
Exponents and Gliders

4.2.1 Decision Problems for Reversible Cellular Automata

RCA GLIDER: Given a reversible cellular automaton, decide if there exists a glider.

RCA ZERO GLOBAL LYAPUNOV EXPONENTS: Given a reversible cellular automa-
ton, decide if 𝜆+ = 𝜆− = 0.

RCA ZERO ONE-SIDED GLOBAL LYAPUNOV EXPONENT: Given a reversible cellu-
lar automaton, decide if 𝜆+ = 0 (or analogously if 𝜆− = 0).

RCA ZERO ENTROPY: Given a reversible cellular automaton, decide if the topolog-
ical entropy is zero.

In this chapter we will use the CA 𝑓ℳ multiple times as was constructed in
the Chapter 4.1 from a given Turing machine ℳ. It is useful to keep in mind the
notations from the subchapter when going through the following proofs.

Theorem 4.2.1. RCA ZERO GLOBAL LYAPUNOV EXPONENTS is undecidable.

Proof. Letℳ be a reversible TM constructed from some Turing machine by revers-
ing the computation and let us consider the CA 𝑓 = 𝑓ℳ. We will first show that
the global Lyapunov exponents are bounded from above by the speed of ℳ. Let
𝑐 ∈ ΣZ

ℳ and let 𝐵𝑙 = {𝑙𝑐(𝑗) ∈ Z− | 𝑗 ∈ 𝐻𝑐}, 𝐵𝑟 = {𝑟𝑐(𝑗) ∈ Z− | 𝑗 ∈ 𝐻𝑐} and
𝑆 = 𝐵𝑙 ∪ 𝐵𝑟. If 𝑆 ̸= ∅, then let 𝑚 ∈ 𝑆. Then for any 𝑐′ ∈ 𝑊+

𝑚(𝑐), it holds that
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𝑓 𝑖(𝑐′) ∈𝑊+
𝑚+1(𝑓

𝑖(𝑐)) ⊆𝑊+
0 (𝑓 𝑖(𝑐)) for each 𝑖 ∈ N. This is because the simulation

areas work independently from each other.
Suppose then that there exists 𝑗 ∈ 𝐻𝑐 such that 𝑙𝑐(𝑗) = −∞ and 𝑟𝑐(𝑗) ≥ 0.

Let 𝑛 ∈ N and 𝑐′ ∈ 𝑊+
𝑚(𝑐), where 𝑚 = −𝑓𝑀 (𝑛). Since there are 𝑓𝑀 (𝑛) + 1

cells in the interval [−𝑓𝑀 (𝑛), 0], there does not exist such a configuration that the
computation would visit both cells 0 and −𝑓𝑀 (𝑛) in 𝑛 steps. So if we take two
configurations where we edit the tape symbols only in the cells 𝑗′ < −𝑓𝑀 (𝑛), then
either the computation visits those cells and the edits affect the computation, but the
machine head does not visit cell 0 within 𝑛 steps; or the machine visits cell 0 within
𝑛 steps, but the edits do not affect the computation in 𝑛 steps as those edited cells are
not reached.

Hence 𝑓 𝑖(𝑐′) ∈ 𝑊+
0 (𝑓 𝑖(𝑐)) for each 𝑖 ≤ 𝑛. And so 𝑓 𝑖(𝑊+

𝑚(𝑐)) ⊆ 𝑊+
0 (𝑓 𝑖(𝑐))

for each 𝑖 ≤ 𝑛. We have shown that 𝐼+𝑛 (𝑐) ≤ 𝑓𝑀 (𝑛) for each 𝑐 ∈ ΣZ
1 . Therefore we

have that 𝜆+ ≤ 𝑓𝑆(ℳ). Similarly, 𝜆− ≤ 𝑓𝑆(ℳ).
Therefore if 𝑓𝑆(ℳ) = 0, then 𝜆− = 𝜆+ = 0.
On the other hand we can show that max{𝐼+𝑛 (𝑐), 𝐼−𝑛 (𝑐)} is bounded from be-

low by 𝑓𝑀 (𝑛)
2 for each 𝑛 ∈ N. Towards this end let (𝑥, 𝑖, 𝑞) be such a configura-

tion of the Turing machine ℳ that |𝑓𝑉 ((𝑥, 𝑖, 𝑞), 𝑛)| = 𝑓𝑀 (𝑛). Then let [𝑙, 𝑟] =

{𝑓𝑇 ((𝑥, 𝑖, 𝑞), 𝑗) | 𝑗 ≤ 𝑛} be the set of indices that are visited by the configura-
tion. Then necessarily either |𝑙 − 𝑖| ≥ 𝑓𝑀 (𝑛)

2 or |𝑟 − 𝑖| ≥ 𝑓𝑀 (𝑛)
2 . Suppose its

the former, then we take a shifted configuration (𝜎𝑙(𝑥),−𝑙 + 𝑖, 𝑞). The shifted
configuration visits the cells [0,−𝑙 + 𝑟] so especially there exists 𝑗 ≤ 𝑛 such that
(𝜎𝑙(𝑥),−𝑙 + 𝑖, 𝑞) ⊢𝑗 (𝑥′, 0, 𝑞′).

Now take any configuration 𝑐 of the CA 𝑓 such that 𝑓𝑆ℳ(𝑐[𝑙𝑐(−𝑙+𝑖),𝑟𝑐(−𝑙+𝑖)]) =

(𝑥′′,−𝑙 + 𝑖, 𝑞), where 𝑥′′[0,−𝑙+𝑟] = 𝜎𝑙(𝑥)[0,−𝑙+𝑟]. Consider a configuration 𝑐′ such
that 𝑐 = 𝑐′ for each 𝑗 ̸= −𝑙 + 𝑖, but 𝑐′−𝑙+𝑖 ̸∈ 𝑄1, in other words we remove the
Turing machine head from index −𝑙 + 𝑖 in the new configuration 𝑐′. Then as there
exists 𝑗 ≤ 𝑛 such that (𝜎𝑙(𝑥),−𝑙 + 𝑖, 𝑞) ⊢𝑗 (𝑥′, 0, 𝑞′), we have that 𝑓 𝑗(𝑐)0 ∈ 𝑄1,
but 𝑓 𝑗(𝑐′)0 ̸∈ 𝑄1. This means that 𝑓 𝑗(𝑐′) ̸∈ 𝑊−

0 (𝑓 𝑗(𝑐)), but 𝑐′ ∈ 𝑊−
−𝑙+𝑖−1(𝑐) and

so 𝐼−𝑛 (𝑐) ≥ −𝑙 + 𝑖 = |𝑙 − 𝑖| ≥ 𝑓𝑀 (𝑛)
2 . Now if instead |𝑟 − 𝑖| ≥ 𝑓𝑀 (𝑛)

2 we could by a
symmetric argument show that then 𝐼+𝑛 (𝑐) > 𝑓𝑀 (𝑛)

2 .
Thus if 𝑓𝑆(ℳ) > 0, we have that 𝜆+ > 0 or 𝜆− > 0.
We have shown that 𝜆+ = 𝜆− = 0 if and only if 𝑓𝑆(ℳ) = 0. Therefore

by Theorem 3.6.3 we have that RCA ZERO GLOBAL LYAPUNOV EXPONENTS is
undecidable.

The next corollary follows easily:

Corollary 4.2.2. RCA ZERO ONE-SIDED GLOBAL LYAPUNOV EXPONENT is unde-
cidable.
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Proof. Suppose that we could decide if 𝜆+ = 0 for a given CA 𝑓 . Let 𝑓 ′ be the CA
derived from 𝑓 by mirroring the local rule and the neighbourhood. Then 𝜆+ of 𝑓 ′ is
the same as 𝜆− of 𝑓 . Thus if we could decide if the positive Lyapunov exponent is
zero or not, we could test if the positive Lyapunov exponents of a given CA and its
mirrored version are both zero or not to decide if 𝜆+ = 𝜆− = 0.

Theorem 4.2.3. RCA GLIDER is undecidable.

Proof. Letℳ be an aperiodic reversible Turing machine and letℳ𝑤𝑝 = (𝑄,Γ, 𝛿)

be the Turing machine as constructed in Theorem 3.6.2. Let 𝒜 = (Σ, 𝑁, ℎ) be
a cellular automaton, where Σ = Σℳ𝑤𝑝

and (#,→) is the quiescent state. Let
𝑆 = {(𝑎, 𝑞) ∈ 𝑄1 | 𝑎 ̸= #, (𝑞,+, 𝑟) ∈ 𝛿ℳ+

𝑅
}. We define a global rule 𝑔 : ΣZ → ΣZ

in such a way that

𝑔(𝑐)𝑖 =

⎧⎪⎨⎪⎩
(#,←) if 𝑐[𝑖−1,𝑖+1] ∈ 𝑆(#,→)(#,→),

(#,→) if 𝑐[𝑖−1,𝑖+1] ∈ 𝑆(#,←)(#,→) and

𝑐𝑖 otherwise.

The second line in the definition of 𝑔 is not used in any of the orbits that are of interest
to us, but rather exists only to make 𝑔 reversible. Let 𝑓 = 𝑓ℳ𝑤𝑝

∘ 𝑔.
We will show that there exists a glider in 𝑓 if and only 𝑞𝜔 is reachable from 𝑞𝛼

inℳ.
Assume first that 𝑞𝜔 is reachable from 𝑞𝛼. Let (𝑥, 𝑖𝛼, 𝑞𝛼) be such a configuration

that (𝑥, 𝑖𝛼, 𝑞𝛼) ⊢ (𝑥′, 𝑖𝜔, 𝑞𝜔) and assume again that the computation only visits the
cells [0, 𝑛] as in the proof of Theorem 3.6.2 and let 𝑤 = 𝑥[0,𝑛]. Let 𝑐 ∈ ΣZ be such
that (𝑐𝑖)0 = 𝑤#𝑛

𝑖 and (𝑐𝑖)1 =→ if 𝑖 < 𝑖𝛼 or 𝑖 > 𝑛, (𝑐𝑖)1 = 𝑞𝛼 if 𝑖 = 𝑖𝛼 and
(𝑐𝑖)1 =← otherwise.

Now let 𝑡 ∈ N, be the smallest integer such that (𝑤#𝑛, 𝑖𝛼, 𝑞𝛼) ⊢𝑡−1 (𝑦, 𝑛, 𝑞),
where (𝑞,+, 𝑟) ∈ 𝛿ℳ+

𝑅
. If we look back into the proof of Theorem 3.6.2, we can see

that this happens either right after the first time we move right from index 𝑛−1 to 𝑛,
using the instructions of Figure 10 or if 𝑛 = 𝑖𝛼 then 𝑡 = 1 and we use the instruction
of Figure 11. In both cases we move right from index 𝑛 when the tape symbol at
index 𝑛 is some 𝑎 ̸= # once and then when the computation comes back to index 𝑛

it replaces the symbol 𝑎 by #, so the second time that the computation moves right
from 𝑛, i.e. at move 𝑡+ 4, there will be # at index 𝑛. After this there will be a tape
symbol 𝑎 ̸= # at index 𝑛 + 1, and that index is not visited again at a state from the
machineℳ𝑅 until the machine goes through all the stages ofℳ𝑅,ℳ𝐿 andℳ𝐹 .

This means that at step 𝑡− 1 the simulation word gets extended by one from the
right side by applying the CA 𝑔 once. And because the conditions of 𝑔 happen only
once during each iteration of all the stages of ℳ𝑤𝑝, the finite configuration 𝑐 is a
glider.
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Let us then assume that 𝑞𝜔 is not reachable from 𝑞𝛼. By definition a glider
must be a strictly weakly periodic configuration of the form 𝑐 = ∞𝑎𝑤𝑎∞, where
𝑎 = (#,→) and 𝑤 ∈ Σ*, so suppose there exists one. We can also assume that
𝑤0 ̸= (#,→), 𝑤𝑛 ̸= (#,→) and 𝑐[0,𝑛] = 𝑤. Then there must exist a time 𝑡 > 0

such that 𝑓 𝑡(𝑐)𝑛+1 ̸= (#,→) or 𝑓 𝑡(𝑐)−1 ̸= (#,→). Suppose the former. Then
by definition of 𝑔 there is a simulation word 𝑢 ∈ Σ+ such that 𝑤 = 𝑣𝑢. Since the
Turing machine head of the simulation area is at a state belonging to machineℳ+

𝑅,
then by the construction ofℳ𝑤𝑝, the machine in the simulation area of 𝑢, will move
the symbol # left one step at a time. Just as we saw in Theorem 3.6.2, the machine
then must eventually pass through all the stages of the machinesℳ𝑅,ℳ𝐿 andℳ𝐹

and this would mean that 𝑞𝜔 is reachable from 𝑞𝛼, which would be a contradiction.
If it did not, then eventually the computation would run out of space and reverse and
we would have a time 𝑡2 > 𝑡 such that 𝑓 𝑡2(𝑐)𝑛+1 = (#,→). Thus 𝑐 would not be
strictly weakly periodic, which is again a contradiction.

If on the other hand 𝑓 𝑡(𝑐)−1 ̸= (#,→), then that would mean that 𝑤 = 𝑣𝑢,
where 𝑣 is a simulation area. But the only way that # is moved right is if we are
at states of the machineℳ′−. Recall thatℳ′− is made out of the inverse machines
of ℳ𝑦

𝑥, where 𝑥 ∈ {𝐿,𝑅, 𝐹} and 𝑦 ∈ {+,−}. The machine keeps moving the
symbol # right unless it goes to a state from the machine ℳ′+ or it runs out of
space, in which case the simulation will eventually reverse and go to the states of
the machine ℳ′+ or it reaches 𝑞𝜔 from 𝑞𝛼 in the inverse machine of ℳ−

𝑅, which
is a contradiction. If the simulation goes to the states of the machine ℳ′+, then
eventually for some 𝑡2 > 𝑡, we have that 𝑓 𝑡2(𝑐)−1 = (#,→) and hence 𝑐 is not
strictly weakly periodic, which is once again a contradiction.

Hence if there exists a glider, it must follow that 𝑞𝜔 is reachable from 𝑞𝛼. There-
fore by Theorem 3.6.1 we have that RCA GLIDER is undecidable.

Theorem 4.2.4. RCA ZERO ENTROPY is undecidable.

Proof. Let ℳ = (𝑄,Γ, 𝛿). We construct ℳ𝑤𝑝 almost the same way as before,
except that we add two new symbols #0 and #1 instead of # such that both behave
as they would if they were just #. Furthermore we add four more copies ofℳ and
four more copies of its inverse machine. We denote the new machines asℳ𝑥

𝑦 , where
𝑥 ∈ {+,−} describing whether the copy is of the original or the inverse machine
and 𝑦 ∈ {𝐹2, 𝐹3, 𝑆, 𝑆2}. We remove the transitions of Figure 16. Then we add
transitions (𝑞𝜔, 𝑎, 𝑎, 𝑞𝜔) from ℳ+

𝐹 to ℳ−
𝑆 , ℳ+

𝑆 to ℳ−
𝐹2

, ℳ+
𝐹2

to ℳ−
𝑆2

, ℳ+
𝑆2

to
ℳ−

𝐹3
andℳ+

𝐹3
toℳ−

𝑅 for each 𝑎 ∈ Γ. We also add transitions (𝑞𝛼, 𝑎, 𝑎, 𝑞𝛼) from
ℳ−

𝐹2
toℳ+

𝐹2
andℳ−

𝐹3
toℳ+

𝐹3
. We have intentionally left out transitions fromℳ−

𝑆

toℳ+
𝑆 andℳ−

𝑆2
toℳ+

𝑆2
as these will be dealt by a cellular automaton. Finally we

finish the construction by reversing the computation and denote the machine asℳ𝐸 .
This newly constructed machine behaves exactly asℳ𝑤𝑝 until 𝑞𝜔 is reached in

ℳ+
𝐹 . After that instead of transitioning toℳ−

𝑅 for a new iteration, the computation
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goes through the stages (with the exception that there are some missing transitions)
of the new machines ℳ𝑥

𝑦 in order of 𝐹 to 𝑆 to 𝐹2 to 𝑆2 to 𝐹3 until it transitions
from ℳ+

𝐹3
to ℳ−

𝑅 as ℳ𝑤𝑝 would. But each one behaves just as ℳ𝑥
𝐹 , for both

𝑥 ∈ {+,−}. Hence this does not affect the reachability in any way, rather just some
computation stages are repeated.

Let Σ1 be the TM alphabet of ℳ𝐸 , i.e. Σ1 = Σℳ𝐸
. And let Σ = Σ1 ∪

{(#0, ·), (#1, ·)}. Let #,#′,#′′ ∈ {#0,#1} and define 𝑔 as:

𝑔(𝑐)[𝑖,𝑖+2] =

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

(#′, ·)(#,→)(𝑞𝑆+ , 𝑎) if 𝑐[𝑖−1,𝑖+2] = (#′′, ·)(#′,→)(#,→)(𝑞𝑆− , 𝑎),

(#′,→)(#,→)(𝑞𝑆− , 𝑎) if 𝑐[𝑖−1,𝑖+2] = (#′′, ·)(#′, ·)(#,→)(𝑞𝑆+ , 𝑎),

(𝑞𝑆+
2
, 𝑎)(#,←)(#′, ·) if 𝑐[𝑖,𝑖+2] = (𝑞𝑆−

2
, 𝑎)(#, ·)(#′, ·),

(𝑞𝑆−
2
, 𝑎)(#, ·)(#′, ·) if 𝑐[𝑖,𝑖+2] = (𝑞𝑆+

2
, 𝑎)(#,←)(#′, ·) and

𝑐[𝑖,𝑖+2] otherwise,

where 𝑞𝑆+ is any state of the machineℳ+
𝑆 and 𝑞𝑆− is the copy of the state 𝑞𝑆+ in the

inverse machine ℳ−
𝑆 . Analogously 𝑞𝑆+

2
is any state of the machine ℳ+

𝑆2
and 𝑞𝑆−

2

is the copy of the state 𝑞𝑆+
2

in the inverse machineℳ−
𝑆2

. It is easy to see that 𝑔 is
reversible. Let 𝑓 = 𝑓ℳ ∘ 𝑔.

We will now prove the claim by a reduction to Theorem 3.6.3.
Suppose first that 𝑞𝜔 is reachable from 𝑞𝛼.
Consider a configuration of the original Turing machine such that (𝑥, 𝑖𝛼, 𝑞𝛼) ⊢

(𝑥′, 𝑖𝜔, 𝑞𝜔), and suppose the machine visits indices [0, 𝑛] and let 𝑤 = 𝑥[0,𝑛]. Then
consider a configuration in Σ such that the simulation word in the cells [0, 𝑛] cor-
respond to 𝑤 and the state of the Turing machine head is 𝑞𝛼 at location 𝑖𝛼. In this
paragraph we will use the symbol # to denote either #0 or #1. Suppose 𝑐𝑘 = (#, ·)
for 𝑘 ∈ {−3,−2, 𝑛 + 2, 𝑛 + 3} and 𝑐−1 = (#,→) and 𝑐𝑛+1 = (#,←). Then the
computation behaves as in the proof of Theorem 3.6.2, until the machine transitions
fromℳ+

𝐹 toℳ−
𝑆 . At this point we will have 𝑐0 = 𝑐−1 = (#,→) and the word 𝑤 is

written in the cells [1, 𝑛+1]. Now there will be a first step when the original machine
visits cell 0 so the cellular automaton will visit cell 1 and as we are at states of the
machineℳ−

𝑆 , the rule of 𝑔 is applied and the content at cell−1 will change to (#, ·)
from (#,→), the machines state changes toℳ+

𝑆 and the computation rewinds that
ofℳ−

𝑆 . From there the computation goes throughℳ−
𝐹2

followed byℳ+
𝐹2

toℳ−
𝑆2

by changing every time after 𝑞𝛼 or 𝑞𝜔 is reached depending if the original computa-
tion is simulated backwards or forwards. Now there will be a first step the cell 𝑛+1

is reached and 𝑔 is applied once more changing the content of cell 𝑛+ 2 from (#, ·)
to (#,←) and the state is changed to one corresponding to that of the machineℳ+

𝑆2
.

After this the computation is reversed and again goes through the states of the ma-
chinesℳ+

𝑆2
toℳ−

𝐹3
toℳ+

𝐹3
toℳ−

𝑅 toℳ+
𝑅 returning from where the computation

started, but the content of cells [−1, 𝑛+ 1] have been shifted to [0, 𝑛+ 2].
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Suppose one complete iteration when starting from from 𝑞𝛼 inℳ+
𝑅 and ending

to it back again takes 𝑡 steps in the CA. Now we want to take the word 𝑤′ = 𝑐[−3,𝑛+3]

from the configuration 𝑐 of the previous paragraph. And notice that the symbols # in
indices [−3,−1] and [𝑛+1, 𝑛+3] can be freely chosen to be either #0 or #1 as the
subscript 𝑖 ∈ {0, 1} does not affect the computation in any way. Hence for any 𝑢 ∈
{#0,#1}6 we can define words 𝑤𝑢 = 𝑎𝑐[0,𝑛]𝑏, where 𝑎 = (𝑢0, ·)(𝑢1, ·)(𝑢2,→) and
𝑏 = (𝑢3,←)(𝑢4, ·)(𝑢5, ·). This means that each 𝑤𝑢 is equivalent to 𝑐[−3,𝑛+3], except
with specific subscripts for the symbols #. Let 𝑣𝑖 ∈ {#0,#1}6. Then consider a
configuration such that the words of the form 𝑤𝑣𝑖 are placed next to each other, i.e.
we have configurations of the form . . . 𝑤𝑣−2𝑤𝑣−1𝑤𝑣0𝑤𝑣1𝑤𝑣2 . . . .

Now let 𝑐′ = . . . 𝑤𝑣−2𝑤𝑣−1𝑤𝑣0𝑤𝑣1𝑤𝑣2 . . . and suppose that 𝑐′[0,𝑛+6] = 𝑤𝑣0 and
denote 𝑛 + 1 = 𝑛′. Then we have that 𝑓𝑘(𝑐′)[0,𝑛+6] = 𝑤𝑣−𝑘′ where 𝑘 = 6𝑡𝑛′𝑘′ for
each 𝑘′ ∈ N.

Now since we can freely fix the content of the subscripts of #, we have that the
number of subwords of length 𝑛′′𝑘′, where 𝑛′′ = 6𝑡𝑛′, in the 𝑚-trace shift of the CA
is at least (26)𝑘

′
> 2𝑘

′
, where 𝑚 = 𝑛+ 6. In other words 𝑃𝑚(𝑛′′𝑘′) ≥ 2𝑘

′
.

Hence ℎ𝑓 ≥ lim
𝑘′→∞

ln(𝑃𝑚(𝑛′′𝑘′))
𝑛′′𝑘′ ≥ lim

𝑘′→∞
ln(2𝑘′

)
𝑛′′𝑘′ = ln(2)

𝑛′′ > 0.

Suppose then that 𝑞𝜔 is not reachable from 𝑞𝛼. We will show that then 𝜆+ =

𝜆− = 0. It then follows from Theorem 2.7.13 that ℎ𝑓 = 0.
The important thing to note here is that now the simulation areas can change

over time, and simulation areas could in theory interact in such a way that there
would exist such configurations whose Lyapunov exponents would not be bounded
from above by the speed of the Turing machine as in Theorem 4.2.1, however we
will next show that is not the case.

Let 𝑐 be a configuration such that 𝑗 ∈ 𝐻𝑐. We want to show that a simulation
area can only change its size from one side, hence we can assume that 𝑙𝑐(𝑗) ∈ Z
and 𝑟𝑐(𝑗) ∈ Z as otherwise the statement is clearly true. Let us assume that there
exists smallest such 𝑡 ≥ 0, that 𝑔(𝑓 𝑡(𝑐))𝑙𝑐(𝑗) ̸= 𝑓 𝑡(𝑐)𝑙𝑐(𝑗), i.e. after step 𝑡 is the
first step when 𝑔 affects the computation at all. It does this by either increasing or
decreasing the simulation area and the Turing machine at the simulation area is at
a state belonging to either ℳ−

𝑆 or ℳ+
𝑆 . These are identical copies of the original

Turing machine that was fed into the construction, so it behaves in the same way.
Now if there also exists time 𝑡′ ≥ 0 such that 𝑔(𝑓 𝑡′(𝑐))𝑟𝑐(𝑗) ̸= 𝑓 𝑡′(𝑐)𝑟𝑐(𝑗), then that
would happen when the Turing machine in the simulation area is at the states of
ℳ−

𝑆2
orℳ+

𝑆2
. The construction was built in such a way that we can go fromℳ+

𝑆

toℳ−
𝐹2

toℳ+
𝐹2

toℳ−
𝑆2

toℳ+
𝑆2

or fromℳ+
𝑆2

toℳ−
𝐹3

toℳ+
𝐹3

toℳ−
𝑅 through all

the computations ofℳ𝑤𝑝 toℳ+
𝐹 toℳ−

𝑆 toℳ+
𝑆 . Furthermore the computation can

only go through the computations of the machinesℳ+
𝐹 ,ℳ+

𝐹2
andℳ+

𝐹3
if and only

if 𝑞𝜔 is reachable from 𝑞𝛼. Hence no such 𝑡′ can exist.
We have shown in the previous paragraph that if 𝑞𝜔 is not reachable from 𝑞𝛼, then
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the size of the simulation areas can only change from one side. One can also show
that the size can only change by one, as otherwise the computation would again have
to go through the states ofℳ+

𝐹 .
Let then 𝑐 be a configuration and define 𝐿 = {𝑗 ∈ 𝐻𝑐 | 𝑟𝑐(𝑗) < 0}, i.e. the

set of Turing machine head locations such that the simulation areas are entirely on
the left side of origin. If 𝐿 ̸= ∅, then let 𝑗 = sup(𝐿). Let us consider the simula-
tion area [𝑙𝑐(𝑗), 𝑟𝑐(𝑗)] assuming that 𝑙𝑐(𝑗) ∈ Z−. If the size of the simulation area
changes from the right at some time-step, then it never changes from the left. In this
case no changes in the left side of index 𝑙𝑐(𝑗) can ever affect the simulation inside
[𝑙𝑐(𝑗), 𝑟𝑐(𝑗)]. If on the other hand the size of the simulation area changes from the left
at some time-step, then it never changes from the right. Thus no edits to the configu-
ration in the left side of index 𝑙𝑐(𝑗) can ever affect cells in the indices 𝑘 > 𝑟𝑐(𝑗). If no
changes happen to the size of the simulation area, this could possibly change in a new
configuration if some edits are made to cells left of 𝑙𝑐(𝑗), but if this change alters the
size of the simulation area from the left, then it can’t alter the simulation area from
the right and again the cells in the indices 𝑘 > 𝑟𝑐(𝑗) are unaffected. All in all, in each
case we have that if 𝑐′ ∈𝑊+

𝑙𝑐(𝑗)
(𝑐), then 𝑓 𝑡(𝑐′) ∈𝑊+

𝑟𝑐(𝑗)+1(𝑓
𝑡(𝑐)) ⊆𝑊+

0 (𝑓 𝑡(𝑐)) for
each 𝑡 ∈ N. So for such configurations we have that 𝐼+𝑛 (𝑐) ≤ 𝑙𝑐(𝑗) for each 𝑛 ∈ N.

On the other hand if 𝑐 is such that 𝐿 ̸= ∅ and 𝑗 ∈ 𝐿 such that 𝑙𝑐(𝑗) = −∞,
then if 𝑐′ ∈ 𝑊+

𝑟𝑐(𝑗)−𝑓𝑀 (𝑛)(𝑐), then 𝑓 𝑡(𝑐′) ∈ 𝑊+
𝑟𝑐(𝑗)+1(𝑓

𝑡(𝑐)) ⊆ 𝑊+
0 (𝑓 𝑡(𝑐)) for each

𝑡 ≤ 𝑛. And if 𝑟𝑐(𝑗) < −𝑓𝑀 (𝑛)− 1 then if 𝑐′ ∈𝑊+
𝑟𝑐(𝑗)

(𝑐), then 𝑓 𝑡(𝑐′) ∈𝑊+
0 (𝑓 𝑡(𝑐))

for each 𝑡 ≤ 𝑛.
Let then 𝐿 ̸= ∅ and 𝑗 = sup(𝐿). If 𝑟𝑐(𝑗) < −𝑓𝑀 (𝑛) − 1, we can choose

𝑚 = −𝑓𝑀 (𝑛) − 1, if 𝑟𝑐(𝑗) ≥ −𝑓𝑀 (𝑛) − 1 then either 𝑙𝑐(𝑗) < 𝑟𝑐(𝑗) − 𝑓𝑀 (𝑛) and
we can choose 𝑚 = −𝑓𝑀 (𝑛) * 2 − 1 or 𝑙𝑐(𝑗) ≥ 𝑟𝑐(𝑗) − 𝑓𝑀 (𝑛) and we can again
choose 𝑚 = −𝑓𝑀 (𝑛) * 2 − 1 to have that if 𝑐′ ∈ 𝑊+

𝑚(𝑐), then 𝑓 𝑡(𝑐′) ∈ 𝑊+
0 (𝑐) for

each 𝑐 and each 𝑡 ≤ 𝑛.
If 𝐿 = ∅, then the case is almost analogous to the proof of Theorem 4.2.1 and

again have that for all such 𝑐 if 𝑚 = −𝑓𝑀 (𝑛) then if 𝑐′ ∈ 𝑊+
𝑚(𝑐), then 𝑓 𝑡(𝑐′) ∈

𝑊+
0 (𝑐) for each 𝑡 ≤ 𝑛.

Thus 𝜆+ ≤ 𝑓𝑆(ℳ) = 0 where the equality follows by Theorem 3.6.3 as we
assumed that 𝑞𝜔 is not reachable from 𝑞𝛼.

By a symmetric argument we can also show that 𝜆− = 0 if 𝑞𝜔 is not reachable
from 𝑞𝛼.

Therefore we have shown that 𝑞𝜔 is reachable from 𝑞𝛼 if and only if the entropy
ℎ𝑓 is non-zero.

As a consequence we have that one can not decide if the topological entropies of
two given reversible cellular automata are equal. This is because we can fix one of the
reversible cellular automata so that it has zero topological entropy, for example the
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cellular automaton with the identity map rule. Then if we could decide if any given
reversible cellular automaton had the same topological entropy, we would also be
able to decide if a given reversible cellular automaton had zero topological entropy.
Furthermore clearly one can not have an algorithm that computes the topological
entropy of a given reversible cellular automaton as again we could then decide if the
topological entropy was zero or not. Of course the more interesting question still
remains open, which is whether we can estimate the topological entropy of a given
reversible cellular automaton up to a given precision.

4.2.2 Decision Problems for Group Cellular Automata

SGCA ZERO GLOBAL LYAPUNOV EXPONENTS: Given a surjective group cellular
automaton, decide if 𝜆+ = 𝜆− = 0.

GCA ZERO ENTROPY: Given a group cellular automaton, decide if the entropy is
zero.

GCA SENSITIVITY: Given a group cellular automaton, decide if it is sensitive.

Let Σ be a group, then ΣZ is a group as an infinite direct product, and therefore
for each 𝑥 ∈ ΣZ and 𝑦 ∈ ΣZ we have that (𝑥𝑦)𝑖 = 𝑥𝑖𝑦𝑖 for each 𝑖 ∈ Z.

A subshift 𝑋 ⊆ ΣZ is a group shift if it is a subgroup. A cellular automaton is
a group cellular automaton if it is a group homomorphism. So for a group CA we
have that 𝑓(𝑥𝑦) = 𝑓(𝑥)𝑓(𝑦).

The following theorem was proved in [50] by Bruce Kitchens and Klaus Schmidt.

Theorem 4.2.5. [50] A group shift is a SFT.

The above Theorem combined with the following Lemma that was proved in [6]
by Pierre Béaur and Jarkko Kari shows that the column subshifts are SFTs.

Lemma 4.2.6. [6] Any column subshift of a group CA is a group shift.

We also need the following two facts from [6].

Lemma 4.2.7. [6] A group CA is either equicontinuous or sensitive.

Theorem 4.2.8. [6] GCA SENSITIVITY is decidable.

Lemma 4.2.9. Let (𝑋, 𝑓) be a sensitive group CA and let 𝜖 be a sensitivity constant.
Then

∀𝛿 > 0 ∃𝑛 ≥ 0 ∀𝑥 ∈ 𝑋 ∃𝑦 ∈ 𝐵𝛿(𝑥) : 𝑓𝑛(𝑦) ̸∈ 𝐵𝜖(𝑓
𝑛(𝑥)).
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Proof. By the definition of sensitivity we have that

∀𝛿 > 0 ∀𝑥 ∈ 𝑋 ∃𝑦 ∈ 𝐵𝛿(𝑥)∃𝑛 ≥ 0 : 𝑓𝑛(𝑦) ̸∈ 𝐵𝜖(𝑓
𝑛(𝑥))

and therefore it especially holds that

∀𝛿 > 0 ∃𝑥 ∈ 𝑋 ∃𝑦 ∈ 𝐵𝛿(𝑥) ∃𝑛 ≥ 0 : 𝑓𝑛(𝑦) ̸∈ 𝐵𝜖(𝑓
𝑛(𝑥)).

Then by reordering the existential quantifiers we have that

∀𝛿 > 0 ∃𝑛 ≥ 0 ∃𝑥 ∈ 𝑋∃𝑦 ∈ 𝐵𝛿(𝑥) : 𝑓𝑛(𝑦) ̸∈ 𝐵𝜖(𝑓
𝑛(𝑥)).

Let 𝑐 ∈ 𝑋 , then because (𝑐𝑦𝑥−1)𝑖 = 𝑐𝑖 for all such 𝑖 ∈ Z, that 𝑦𝑖 = 𝑥𝑖 and
thus because 𝑦 ∈ 𝐵𝛿(𝑥), we have that 𝑐𝑦𝑥−1 ∈ 𝐵𝛿(𝑐). On the other hand 𝑓𝑛(𝑐)𝑖 =

𝑓𝑛(𝑐𝑐′)𝑖 = 𝑓𝑛(𝑐)𝑖𝑓
𝑛(𝑐′)𝑖 if and only if 𝑓𝑛(𝑐′)𝑖 is the neutral element and so we have

that 𝑓𝑛(𝑐𝑦𝑥−1) ̸∈ 𝐵𝜖(𝑓
𝑛(𝑐)). The claim follows from this.

Lemma 4.2.10. Every group CA has the shadowing property.

Proof. By Lemma 4.2.6 every column shift of a group CA is a group shift and by
Theorem 4.2.5 every group shift is a SFT. Thus it follows from Theorem 2.7.8 that
every group CA has the shadowing property.

The following theorem follows from the results in [53] by Petr Kůrka, but is
stated explicitly in [54] by the same author.

Theorem 4.2.11. [54] Let (ΣZ, 𝑓) be an equicontinuous CA. Then ℎ𝑓 = 0.

Lemma 4.2.12. Let (ΣZ, 𝑓) be a sensitive group CA. Then ℎ𝑓 > 0.

Proof. Let 𝜖 be a sensitivity constant of the CA. By Lemma 4.2.10, any group CA
has the shadowing property. Therefore let 𝛿 be such that every 𝛿-chain is 𝜖-shadowed.
By Lemma 4.2.9 there exists 𝑛 ≥ 0 such that for each 𝑥 ∈ 𝑋 there exists 𝑦 ∈ 𝐵𝛿(𝑥)

such that 𝑓𝑛(𝑦) ̸∈ 𝐵𝜖(𝑓
𝑛(𝑥)).

For each 𝑢 ∈ {0, 1}*, we define configurations 𝑥𝑢 ∈ ΣZ and 𝑦𝑢 ∈ ΣZ as follows:
Let 𝑥0 and 𝑥1 be any two configurations such that 𝑥1 ̸∈ 𝐵𝜖(𝑥

0). Then let |𝑢| ≥ 1

and assume that 𝑥𝑢 has been defined. Let 𝑦𝑢 ∈ 𝐵𝛿(𝑥
𝑢) be such that 𝑓𝑛(𝑦𝑢) ̸∈

𝐵𝜖(𝑓
𝑛(𝑥𝑢)). We can then inductively define 𝑥𝑢0 = 𝑓𝑛(𝑥𝑢) and 𝑥𝑢1 = 𝑓𝑛(𝑦𝑢).

For each 𝑢 ∈ {0, 1}* such that |𝑢| > 1 we define a 𝛿-chain (𝑥𝑖) such that for each
𝑘 ∈ {0, . . . , |𝑢| − 2} let 𝑥𝑘𝑛 = 𝑥𝑢[0,𝑘] if 𝑢𝑘+1 = 0 and 𝑥𝑘𝑛 = 𝑦𝑢[0,𝑘] if 𝑢𝑘+1 = 1.
For 𝑗 ∈ {1, 2, . . . , 𝑛 − 1} and 𝑘 ∈ {0, 1, . . . , |𝑢| − 2} let 𝑥𝑗+𝑘𝑛 = 𝑓(𝑥𝑗−1+𝑘𝑛) =

𝑓 𝑗(𝑥𝑘𝑛). And finally let 𝑥(|𝑢|−1)𝑛 = 𝑓(𝑥(|𝑢|−1)𝑛−1).
Let us confirm that our chain is indeed a 𝛿-chain. Let 𝑘 ∈ {1, . . . , |𝑢| − 2}. We

will first show that 𝑓𝑛(𝑥(𝑘−1)𝑛) = 𝑥𝑢[0,𝑘] .

56



One-Dimensional Cellular Automata

Suppose first that 𝑥(𝑘−1)𝑛 = 𝑥𝑢[0,𝑘−1] . Then we know that 𝑢𝑘 = 0 and so
𝑓𝑛(𝑥(𝑘−1)𝑛) = 𝑓𝑛(𝑥𝑢[0,𝑘−1]) = 𝑥𝑢[0,𝑘] . Suppose on the other hand that 𝑥(𝑘−1)𝑛 =

𝑦𝑢[0,𝑘−1] . Then we know that 𝑢𝑘 = 1 and so 𝑓𝑛(𝑥(𝑘−1)𝑛) = 𝑓𝑛(𝑦𝑢[0,𝑘−1]) = 𝑥𝑢[0,𝑘] .
Now if 𝑢𝑘+1 = 0, then 𝑥𝑘𝑛 = 𝑥𝑢[0,𝑘] . If on the other hand 𝑢𝑘+1 = 1, then

𝑥𝑘𝑛 = 𝑦𝑢[0,𝑘] ∈ 𝐵𝛿(𝑥
𝑢[0,𝑘]). And since 𝑥𝑗+(𝑘−1)𝑛 = 𝑓(𝑥𝑗−1+(𝑘−1)𝑛) for each 𝑗 ∈

{1, 2, . . . , 𝑛−1} and 𝑘 ∈ {1, 2, . . . , |𝑢|−1}, we especially have that 𝑥𝑛−1+(𝑘−1)𝑛 =

𝑓𝑛−1(𝑥(𝑘−1)𝑛) and therefore 𝑓(𝑥𝑛−1+(𝑘−1)𝑛) = 𝑓𝑛(𝑥(𝑘−1)𝑛) = 𝑥𝑢[0,𝑘] and thus
𝑑(𝑥𝑘𝑛, 𝑓(𝑥𝑛−1+(𝑘−1)𝑛)) < 𝛿 regardless of whether 𝑢𝑘+1 = 0 or 𝑢𝑘+1 = 1.

Finally for 𝑘 = |𝑢| − 1, straight from definition we have that 𝑥𝑗+(𝑘−1)𝑛 =

𝑓(𝑥𝑗−1+(𝑘−1)𝑛) or each 𝑗 ∈ {1, 2, . . . , 𝑛}.
By the shadowing property there exists a configuration �̄�𝑢 for each 𝛿-chain, that

has been constructed from a word 𝑢 ∈ {0, 1}* in the manner described previously,
that 𝜖-shadows the chain.

Now let 𝑢 and 𝑣 be two distinct words of the same length. Suppose 𝑘 is the
smallest index such that 𝑢𝑘 ̸= 𝑣𝑘. We can assume that 𝑢𝑘 = 0 and 𝑣𝑘 = 1. If 𝑘 = 0,
then 𝑥0 and 𝑥1 are the first elements in the chains 𝑢 and 𝑣 and 𝑥1 ̸∈ 𝐵𝜖(𝑥

0). If 𝑘 > 0,
then let 𝑤 = 𝑢[0,𝑘−1]. By definition of the chains, the 𝑛𝑘−th elements in the chains
𝑢 and 𝑣 are 𝑥𝑤0 and 𝑥𝑤1 respectively and by definition 𝑥𝑤0 ̸∈ 𝐵𝜖(𝑥

𝑤1).
By the shadowing property, we have that 𝑓𝑛𝑘(�̄�𝑢) ∈ 𝐵𝜖(𝑥

𝑤0) and 𝑓𝑛𝑘(�̄�𝑣) ∈
𝐵𝜖(𝑥

𝑤1) and therefore 𝑓𝑛𝑘(�̄�𝑢) ̸∈ 𝐵𝜖(𝑓
𝑛𝑘(�̄�𝑣)).

Let 𝑗 > 0 be such that 2−𝑗 < 𝜖. Then by the above we have that 𝜏𝑗(�̄�𝑢)[0,𝑛𝑘] ̸=
𝜏𝑗(�̄�

𝑣)[0,𝑛𝑘] for each distinct 𝑢 and 𝑣 of length 𝑘. Therefore 𝑃𝑛𝑘(𝑗) ≥ 2𝑘 and so we
have the following:

ℎ(Σ𝑗(𝑓), 𝜎) = lim
𝑘→∞

ln𝑃𝑘(𝑗)

𝑘
= lim

𝑘→∞

ln𝑃𝑛𝑘(𝑗)

𝑛𝑘
≥ lim

𝑘→∞

ln(2𝑘)

𝑛𝑘
=

ln 2

𝑛
.

This holds for each 𝑗′ ≥ 𝑗 so then by Theorem 2.7.7 we have that ℎ(ΣZ, 𝑓) ≥
ln 2
𝑛 .

Theorem 4.2.13. GCA ZERO ENTROPY is decidable.

Proof. According to Lemma 4.2.7, a group CA is either sensitive or equicontinuous.
By Theorem 4.2.11 equicontinuous CA have zero entropy and by Lemma 4.2.12
sensitive group CA have positive entropy. Since according to Theorem 4.2.8 it is de-
cidable if a given group CA is equicontinuous or not, we can use the same algorithm
to determine whether a given group CA has zero entropy or not.

Lemma 4.2.14. Let (𝑋, 𝑓) be a group CA. Then 𝜆+(𝑐) = 𝜆+ and 𝜆−(𝑐) = 𝜆− for
each 𝑐 ∈ 𝑋 .
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Proof. It is enough to show that for any 𝑛 ∈ N and any two configurations 𝑐 ∈ 𝑋

and 𝑐′ ∈ 𝑋 we have that 𝐼+𝑛 (𝑐) ≤ 𝐼+𝑛 (𝑐′). The claim follows for 𝜆+ from this and
the case for 𝜆− is symmetric.

Suppose 𝐼+𝑛 (𝑐) = 𝑚. Then by definition there exists such 𝑐′′ ∈𝑊+
−(𝑚−1)(𝑐) and

𝑖 ≤ 𝑛, that 𝑓 𝑖(𝑐′′) ̸∈𝑊+
0 𝑓 𝑖(𝑐).

It then follows that 𝑐′𝑐−1𝑐′′ ∈𝑊+
−(𝑚−1)(𝑐

′) and 𝑓 𝑖(𝑐′𝑐−1𝑐′′) ̸∈𝑊+
0 𝑓 𝑖(𝑐′) and so

𝐼+𝑛 (𝑐′) ≥ 𝑚 = 𝐼+𝑛 (𝑐).
As 𝑐 and 𝑐′ were arbitrarily chosen their roles can be exchanged and so 𝐼+𝑛 (𝑐′) =

𝐼+𝑛 (𝑐) for each 𝑛 ∈ N and the claim follows.

Lemma 4.2.15. Let (𝑋, 𝑓) be an equicontinuous CA. Then 𝜆+(𝑐) = 𝜆+ = 𝜆− =

𝜆−(𝑐) = 0 for each 𝑐 ∈ 𝑋 .

Proof. We will show that the set 𝐼𝑐 = {𝐼+𝑛 (𝑐) ∈ N | 𝑛 ∈ N} is bounded if 𝑐 is
equicontinuous.

Suppose 𝑟 is the radius of the neighborhood of the CA and let 𝜖 < 2−𝑟. Let 𝛿 > 0

be such that for each 𝑦 ∈ 𝐵𝛿(𝑐) and 𝑛 ≥ 0 we have that 𝑓𝑛(𝑦) ∈ 𝐵𝜖(𝑓
𝑛(𝑐)).

Then if 𝑗 ∈ N is such that 2−𝑗 < 𝛿 we have that for each 𝑦 ∈ 𝑊−
𝑗 (𝑐) ⊂ 𝐵𝛿(𝑥)

and 𝑛 ≥ 0 we have that 𝑓𝑛(𝑦) ∈ 𝐵𝜖(𝑓
𝑛(𝑐)) and so 𝑓𝑛(𝑦)𝑖 = 𝑓𝑛(𝑐)𝑖 for each

𝑖 ∈ [−𝑟, 𝑟]. And since 𝑦𝑖 = 𝑐𝑖 for each 𝑖 ≤ 0, we have that 𝑓(𝑦)𝑖 = 𝑓(𝑐)𝑖 for
each 𝑖 ≤ 0. As 𝑓𝑛(𝑦)𝑖 = 𝑓𝑛(𝑐)𝑖 for each 𝑖 ∈ [−𝑟, 𝑟] holds for each 𝑛 ∈ N it then
inductively follows that for each 𝑛 ∈ N and 𝑖 ≤ 0, we have that 𝑓𝑛(𝑦)𝑖 = 𝑓𝑛(𝑐)𝑖.

Hence for each 𝑐 ∈ 𝑋 it holds that 𝐼𝑐 ≤ 𝑗, for any 𝑗 > 0 such that 2−𝑗 < 𝛿.
Therefore 𝜆− = 𝜆−(𝑐) = 0 for each 𝑐 ∈ 𝑋 . Symmetrically we can show that
𝜆+ = 𝜆+(𝑐) = 0.

Theorem 4.2.16. SGCA ZERO GLOBAL LYAPUNOV EXPONENTS is decidable.

Proof. According to Lemma 4.2.7, a group CA is either sensitive or equicontinuous.
By Lemma 4.2.15 𝜆+ = 𝜆− = 0 for equicontinuous CA. By Lemma 4.2.12 ℎ𝑓 > 0

for sensitive CA and by Theorem 2.7.13 ℎ𝑓 ≤ (𝜆+ + 𝜆−) ln(Σ) for surjective CA,
hence 0 < 𝜆+ + 𝜆−. Since according to 4.2.8 it is decidable if a given group CA is
equicontinuous or not, we can use the same algorithm to determine whether 𝜆+ =

𝜆− = 0 or not.

4.3 Lyapunov Exponents for Sensitive Cellular Automata
In this chapter we study the relation between sensitivity and the value of the point-
wise Lyapunov exponents. It was conjectured in [9] by Xavier Bressaud and Pierre
Tisseur and again in [55] by Petr Kůrka that if a cellular automaton is sensitive then
necessarily either the left or the right pointwise Lyapunov exponent of at least one
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configuration would be positive. We prove in Theorem 4.3.2 that this conjecture,
i.e. Conjecture 4.3.1, is false by constructing a sensitive cellular automaton from an
aperiodic and complete Turing machine.

Conjecture 4.3.1. [9][55] Let (ΣZ, 𝑓) be a sensitive cellular automaton. Then there
exists a configuration 𝑐 ∈ ΣZ such that 𝜆+(𝑐) > 0 or 𝜆−(𝑐) > 0.

Theorem 4.3.2. There exists a sensitive one-dimensional cellular automaton (ΣZ, 𝑓)

such that 𝜆+(𝑐) = 𝜆−(𝑐) = 0 for every configuration 𝑐 ∈ ΣZ.

Proof. Let ℳ0 = (𝑄0,Γ, 𝛿0) be a complete aperiodic Turing machine. Such ma-
chines exist and were constructed first in [8]. Let ℳ1 = (𝑄1,Γ, 𝛿1) be a copy of
ℳ0. Letℳ be the union ofℳ0 andℳ1. Recall the notations from Definition 4.1.4.
Denote 𝑄𝑖

2 = Γ2 ×𝑄𝑖 × {0, 1} and then 𝑄2 = 𝑄0
2 ∪𝑄1

2. If 𝑞𝑖 = (𝑎, 𝑏, 𝑟𝑖, 𝑑) ∈ 𝑄𝑖
2,

where 𝑟𝑖 ∈ 𝑄𝑖 then we denote the equivalent state in 𝑄𝑗
2 as 𝑞𝑗 = (𝑎, 𝑏, 𝑟𝑗 , 𝑑), where

𝑟𝑗 ∈ 𝑄𝑗 and 𝑖 ∈ {0, 1} and 𝑗 ∈ {0, 1} and 𝑖 ̸= 𝑗.
We are ready to define the set of states for our cellular automata as Σ = Σℳ,2 ∪

{>}. We will refer the state > as the eraser. The point of this state is to increase
the size of the simulation areas from the right side by one cell, erasing the previous
content of that cell. This happens when a head symbol of the simulation area visits
the right boundary. We also set conditions that this can not happen repeatedly unless
the head symbol visits the left boundary at each interim. We will next define the
global rules that accomplish this.

Let 𝑎 ∈ Γ2 × {←} be fixed. Define 𝑒 : ΣZ → ΣZ in the following way:

𝑒(𝑐)𝑖 =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
𝑎 if 𝑐[𝑖−1,𝑖] ∈ 𝑄1

2>,

> if 𝑐[𝑖−2,𝑖−1] ∈ 𝑄1
2>,

𝑞0 if 𝑐[𝑖−1,𝑖+1] ∈ 𝑆𝑞1>, where 𝑆 = Σ ∖ {>},
𝑐𝑖 otherwise.

And we also define 𝑒′ : ΣZ → ΣZ in the following way:

𝑒′(𝑐)𝑖 =

⎧⎪⎨⎪⎩
𝑞1 if 𝑐[𝑖−1,𝑖] ∈ 𝑆𝑞0, where 𝑆 = 𝑄2 ∪ (𝑇 2 × {←}),
𝑎 if 𝑐[𝑖−1,𝑖] ∈ >𝑄2,

𝑐𝑖 otherwise.

The function 𝑒 is used to move the erasers one cell towards the right. The state of
the cell that contained the eraser changes to an arbitrarily chosen tape symbol with
a left arrow. This increases the size of the simulation area by one cell from the right
side. These changes take place only when a head symbol from the machineℳ1 is
seen at the cell left to a cell containing an eraser. And if so then the head symbol is
changed to an equivalent one from the machineℳ0.
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The function 𝑒′ decides what should be done when a head symbol is at the left
boundary of the simulation area. If there is an eraser at the cell on the left side of the
left boundary, then the head symbol is changed to state 𝑎, which essentially removes
the simulation area. If there is no eraser next to left boundary then a head symbol
from the machineℳ0 is changed to the equivalent symbol from the machineℳ1.

We are ready to define our cellular automaton of interest as 𝑓 : ΣZ → ΣZ, where
𝑓 = 𝑓ℳ ∘ 𝑒′ ∘ 𝑒. The behaviour of the CA is depicted in Figure 18.

In Lemmas 4.3.11 and 4.3.12 we prove, that the CA we constructed has the de-
sired properties and therefore the claim follows.

Figure 18. In this figure, we have depicted the behaviour of the CA constructed in Theorem 4.3.2.
The black lines represent the left and the right simulation bounds, the blue and the cyan lines
represent head symbols from the sets 𝑄1

2 and 𝑄0
2, respectively, and the red lines represent the

erasers. We also note, that in the figure, time increases from top to bottom. One can witness
several types of behaviour in the two simulation areas. When a head symbol from the set 𝑄1

2 of the
left simulation area visits the right boundary, then in the next time-step the eraser moves one cell
to the right, which also moves the left boundary of the second simulation area. In the same
time-step, the head symbol switches to a state from the set 𝑄0

2. Such head symbols do not move
the eraser states as witnessed when the cyan coloured line visits the right boundary. For the
Turing machine to be allowed to move the eraser state again, it needs to switch back to a state
from 𝑄1

2, which happens if and only if it visits the left boundary. The right simulation area does not
have an eraser on the right side and hence its simulation area can never increase in size. In the
middle of the image we can see that the head symbol on the right simulation area visits a cell
within distance of two from a cell containing an eraser state and hence gets removed. This
happens eventually in all simulation areas in which at some time-step an eraser state has moved
next to the left boundary of the simulation area.

Before diving into the main lemmas of this subchapter, let us prove some useful
facts about the functions 𝑓 : R → R of the form 𝐶 𝑛

ln𝑛 , where 𝐶 ∈ R. These
will be useful to know in the proof of Lemma 4.3.11, because as we recall if a Turing
machineℳ is aperiodic then for its movement bound 𝑓𝑀 the fact that 𝑓𝑀 = 𝒪( 𝑛

ln𝑛)

holds.

Definition 4.3.3. Let (𝑎, 𝑏)R ⊆ R. A function 𝑓 : (𝑎, 𝑏)R → R is concave if

(1− 𝑡)𝑓(𝑥) + 𝑡𝑓(𝑦) ≤ 𝑓((1− 𝑡)𝑥+ 𝑡𝑦)
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for each 𝑥 ∈ (𝑎, 𝑏)R, 𝑦 ∈ (𝑎, 𝑏)R and 𝑡 ∈ [0, 1]R.

Theorem 4.3.4. Let (𝑎, 𝑏)R ⊆ R. A differentiable function 𝑓 : (𝑎, 𝑏)R → R is
concave if and only if the derivative 𝑓 ′ is non-increasing. A twice differentiable
function 𝑓 : (𝑎, 𝑏)R → R is concave if and only if the second derivative 𝑓 ′′ is non-
positive everywhere in its domain.

Lemma 4.3.5. Let (𝑎, 𝑏)R ⊆ R+ and 𝐶 ∈ R+. The function 𝑓 : (𝑎, 𝑏)R → R
defined as 𝑓(𝑥) = 𝐶 𝑥

ln𝑥 is concave if 𝑎 ≥ e2 and it is increasing if 𝑎 > e.

Proof. Recall that the derivative of ln𝑥 is 1
𝑥 , then using the quotient rule we get that

𝑓 ′(𝑥) = 𝐶−1+ln𝑥
ln2 𝑥

. Then 𝑓 ′(𝑥) > 0 if 𝑥 > e so the second claim follows from
this. Denote 𝑔1(𝑥) = −1 + ln𝑥 and 𝑔2(𝑥) = ln2 𝑥. Then 𝑔′1(𝑥) = 1

𝑥 and using
the chain rule we have that 𝑔′2(𝑥) =

2 ln𝑥
𝑥 . And further we have that 𝑔1(𝑥)𝑔′2(𝑥) =

(−1+ln𝑥)(2 ln𝑥)
𝑥 and 𝑔′1(𝑥)𝑔2(𝑥) =

ln2 𝑥
𝑥 . Then using the quotient rule we have that:

𝑓 ′′(𝑥) = 𝐶 𝑔′
1(𝑥)𝑔2(𝑥)−𝑔1(𝑥)𝑔′

2(𝑥)
𝑔2
2(𝑥)

= 𝐶( ln
2 𝑥
𝑥 −

(−1+ln𝑥)2 ln𝑥
𝑥 ) 1

ln4 𝑥

= 𝐶 − ln2 𝑥+2 ln𝑥
𝑥 ln4 𝑥

= 𝐶 − ln𝑥+2
𝑥 ln3 𝑥

.

The function 𝑥 ln3 𝑥 is positive when 𝑥 > e, so 𝑓 ′′(𝑥) is negative when − ln𝑥+

2 ≤ 0, which is when 𝑥 ≥ e2. Hence by Theorem 4.3.4 𝑓 : (𝑎, 𝑏)R → R is concave
if 𝑎 ≥ e2.

The following theorem is due to [40] by Johan L. W. V. Jensen although it was
already known earlier in the framework of twice differentiable functions as proven
in [36] by Otto Hölder.

Theorem 4.3.6 (Jensen’s Inequality). Let 𝑓 : (𝑎, 𝑏)R → R be a concave function.
Let 𝑥𝑖 ∈ (𝑎, 𝑏)R for each 𝑖 ∈ 𝐼 , where 𝐼 is a finite set of indices. Then∑︁

𝑖∈𝐼
𝑡𝑖𝑓(𝑥𝑖) ≤ 𝑓(

∑︁
𝑖∈𝐼

𝑡𝑖𝑥𝑖)

for any set of 𝑡𝑖 ∈ [0, 1]R such that
∑︀
𝑖∈𝐼

𝑡𝑖 = 1.

We need a special case of Jensen’s Inequality, which was already proven for
twice differentiable functions in [27] by Jules Grolous.

Theorem 4.3.7 (Grolous’ Inequality). Let 𝑓 : (𝑎, 𝑏)R → R be a concave function.
Let 𝑥𝑖 ∈ (𝑎, 𝑏)R for each 𝑖 ∈ 𝐼 , where 𝐼 is a finite set of indices. Then∑︁

𝑖∈𝐼
𝑓(𝑥𝑖) ≤ |𝐼|𝑓(

∑︁
𝑖∈𝐼

𝑥𝑖
|𝐼|

).
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Proof. Let 𝑡𝑖 = 1
|𝐼| for each 𝑖 ∈ 𝐼 . From Jensen’s Inequality 4.3.6 we get immedi-

ately that ∑︁
𝑖∈𝐼

𝑓(𝑥𝑖)

|𝐼|
≤ 𝑓(

∑︁
𝑖∈𝐼

𝑥𝑖
|𝐼|

)

and the claim follows my multiplying both sides with |𝐼|.

Lemma 4.3.8. Let 𝑞 ∈ N and 𝑛 ∈ N. The inequality

𝑛∑︁
𝑖=1

2𝑞𝑖 ≤ 𝑞𝑛+1

holds if 𝑞 > 2.

Proof. We prove this by induction. The base case is clear. By induction hypothesis
the claim holds for each 𝑘 < 𝑛. Then for the induction step we have that

𝑛∑︁
𝑖=1

2𝑞𝑖 ≤ 𝑞𝑛 + 2𝑞𝑛 ≤ 3𝑞𝑛 ≤ 𝑞𝑛+1.

Lemma 4.3.9. Let 𝑞 ∈ N and 𝑛 ∈ N. The inequality

𝑛∑︁
𝑖=2

𝑞𝑖

ln(𝑖)
≤ 𝑞𝑛+1

ln(𝑛+ 1)

holds if 𝑞 > 3 and 𝑛 > 1.

Proof. We prove this by induction. First of all we have that 𝑞2

ln(2) ≤
𝑞3

ln(3) as ln(3)
ln(2) < 2

and so the base case holds. By induction hypothesis the claim holds for each 𝑘 < 𝑛.
Then for the induction step we have that

𝑛∑︁
𝑖=2

𝑞𝑖

ln(𝑖)
≤ 2𝑞𝑛

ln(𝑛)
≤ 𝑞𝑛+1

ln(𝑛+ 1)
,

where the last inequality holds because

ln(𝑛+ 1)

ln(𝑛)
≤ 2 ≤ 𝑞

2
,

for each 𝑛 ≥ 2.

Lemma 4.3.10. Let 𝑏 ∈ R and 𝑓 : [1, 𝑏)R → R be defined as 𝑓(𝑥) = 1
ln( 𝑏

𝑥
)
. Then 𝑓

is increasing.
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Proof. We have that 𝑓 ′(𝑥) = 1
𝑥 ln2( 𝑏

𝑥
)
≥ 0 for each 𝑥 ∈ [1, 𝑏)R and so 𝑓 is increasing.

Lemma 4.3.11. The cellular automaton (Σ, 𝑁, 𝑓) constructed in Theorem 4.3.2 has
the property that 𝜆+(𝑐) = 𝜆−(𝑐) = 0 for every configuration 𝑐 ∈ ΣZ.

Proof. We will begin the proof by introducing tracking functions for the eraser states,
the simulation bounds and the Turing machine heads. The point of them is that, given
an initial configuration and a cell containing a Turing machine head, an eraser or a
simulation bound, we can tell to which cell said symbol has travelled to in time. In
the output of each function, we will use the symbol − to denote, that the symbol no
longer exists, i.e. it has been destroyed by the symbol >. These functions will be
useful when we study the propagation speed of differences between configurations.

For each 𝑐 ∈ ΣZ define a set 𝐸𝑐 = {𝑖 ∈ Z | 𝑐𝑖 =>}.
Then for each 𝑐 ∈ ΣZ we define a function 𝑒𝑐,1 : 𝐸𝑐 → Z∪{−} in the following

way:

𝑒𝑐,1(𝑖) =

⎧⎪⎨⎪⎩
𝑖+ 1 if 𝑐[𝑖−1,𝑖] ∈ 𝑄1

2>,

− if 𝑐[𝑖−2,𝑖−1] ∈ 𝑄1
2>,

𝑖 otherwise.

Then as 𝑓ℳ and 𝑒′ have no effect on the location of the erasers it follows from
the definition of 𝑒 that for each 𝑘 ∈ 𝐸𝑓(𝑐) there exists unique 𝑖 such that 𝑒𝑐,1(𝑖) = 𝑘.
Then for each 𝑐 ∈ ΣZ we define 𝑒𝑐 : 𝐸𝑐 × N → Z ∪ {−} in a way such that
𝑒𝑐(𝑖, 𝑗) = 𝑒𝑗𝑐,1(𝑖). Then we have that for each 𝑘 ∈ 𝐸𝑓 𝑗(𝑐) there exists unique 𝑖 ∈ 𝐸𝑐

such that 𝑒𝑐(𝑖, 𝑗) = 𝑗. This function allows us to track the locations of erasers in the
orbit of a given configuration.

Next we will define analogous tracking functions for the left and right boundaries
of the simulation areas and the head symbols. Define 𝑙𝑐,1 : 𝐿𝑐 → Z ∪ {−∞,−} in
the following way:

𝑙𝑐,1(𝑖) =

⎧⎪⎨⎪⎩
𝑖+ 1 if 𝑐[𝑖−2,𝑖−1] ∈ 𝑄1

2> and 𝑐𝑖 ̸∈ 𝑄2,

− if 𝑐[𝑖−2,𝑖−1] ∈ 𝑄1
2> and 𝑐𝑖 ∈ 𝑄2,

𝑖 otherwise.

Define 𝑙𝑐,2 : 𝐿𝑐 ∪ {−} → Z ∪ {−∞,−} in the following way:

𝑙𝑐,2(𝑖) =

{︃
− if 𝑐[𝑖−1,𝑖] ∈ >𝑄2,

𝑖 otherwise.

Now for each 𝑘 ∈ 𝐿𝑓(𝑐) there exists unique 𝑖 ∈ 𝐿𝑐 such that 𝑙𝑐,3(𝑖) = 𝑘, where
𝑙𝑐,3(𝑖) = 𝑙𝑒(𝑐),2(𝑙𝑐,1(𝑖)). This follows for one because the function 𝑓ℳ does not move
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the boundaries of the simulation area. And for two because either 𝑙𝑐,1 removes a left
boundary of a simulation area if the function 𝑒 moves the state > over a head symbol
or it moves the simulation area when the function 𝑒 moves an eraser next to the left
boundary of the simulation area. The function 𝑙𝑐,2 destroys a left boundary only when
𝑒′ does so by changing a head symbol to state 𝑎 and destroys essentially the whole
simulation area. This happens when a head symbol visits the left boundary and there
is an eraser at the cell next to the left boundary. Then we define 𝑙𝑐 : 𝐿𝑐 × N →
Z ∪ {−∞,−} in a way such that 𝑙𝑐(𝑖, 𝑗) = 𝑙𝑗𝑐,3(𝑖). Then we have that for each
𝑘 ∈ 𝐿𝑓 𝑗(𝑐) there exists unique 𝑖 ∈ 𝐿𝑐 such that 𝑙𝑐(𝑖, 𝑗) = 𝑗.

Analogously we define for the right boundary a function 𝑟𝑐,1 : 𝑅𝑐 → Z∪{∞,−}
in the following way:

𝑟𝑐,1(𝑖) =

{︃
𝑖+ 1 if 𝑐[𝑖−1,𝑖] ∈ 𝑄1

2>,

𝑖 otherwise.

Define 𝑟𝑐,2 : 𝑅𝑐 → Z ∪ {∞,−} in the following way:

𝑟𝑐,2(𝑖) =

{︃
− if 𝑙𝑐,3(𝑖) = −,
𝑖 otherwise.

Now for each 𝑘 ∈ 𝑅𝑓(𝑐) there exists unique 𝑖 ∈ 𝑅𝑐 such that 𝑟𝑐,3(𝑖) = 𝑘,
where 𝑟𝑐,3(𝑖) = 𝑟𝑒(𝑐),2(𝑟𝑐,1(𝑖)). This follows because 𝑟𝑐,1 moves the simulation
area only when the function 𝑒 moves an eraser next to the right boundary of the
simulation area and the function 𝑟𝑐,2 destroys a right boundary at the same time the
left boundary is removed. Then we define 𝑟𝑐 : 𝑅𝑐×N→ Z∪{∞,−} in a way such
that 𝑟𝑐(𝑖, 𝑗) = 𝑟𝑗𝑐,3(𝑖). Then we have that for each 𝑘 ∈ 𝑅𝑓𝑗(𝑐) there exists unique
𝑖 ∈ 𝑅𝑐 such that 𝑟𝑐(𝑖, 𝑗) = 𝑘.

Finally we define the tracking function for the head symbols as ℎ𝑐 : 𝐻𝑐 × N →
Z ∪ {−}.

ℎ𝑐(𝑖, 𝑗) =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
𝑖 if 𝑗 = 0,

𝑘 if 𝑙𝑐(𝑖, 𝑗) ≤ 𝑘 ≤ 𝑟𝑐(𝑖, 𝑗)

and 𝑓 𝑗(𝑐)𝑘 ∈ 𝑄2,

− if 𝑙𝑐(𝑖, 𝑗) = −.

Again we can show that for each 𝑘 ∈ 𝐻𝑓𝑗(𝑐) there exists unique 𝑖 ∈ 𝐻𝑐 such
that ℎ𝑐(𝑖, 𝑗) = 𝑘. This follows directly from the fact that we can uniquely track the
simulation bounds and each simulation word contains exactly one head symbol.

Next we show that all the tracking functions are bounded from above by the
movement bound 𝑓𝑀 of the Turing machineℳ. That is |𝛼𝑐(𝑖, 𝑗)− 𝑖| ≤ 𝑓𝑀 (𝑗) + 1

for each 𝑗 ∈ N, 𝛼 ∈ {ℎ, 𝑙, 𝑟, 𝑒} and for each 𝑖 such that 𝛼𝑐(𝑖, 𝑗) is defined and
in Z. Intuitively this is clear from the definition of the cellular automaton as the
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movements of erasers and simulation bounds are tied directly to the movement of
the head symbols. Let us be more precise and show this formally. The claim is clear
for ℎ𝑐 as the function tracks a head symbol inside a single simulation word.

For the movement bound of the erasers we can argue as follows. Let 𝑖 ∈ 𝐸𝑐.
Suppose that 𝑘 = 𝑒𝑐(𝑖, 𝑗) − 𝑖 > 0. Then there exists unique 𝑖′ ∈ 𝐻𝑐 such that
𝑖′ = max{𝑖′′ ∈ 𝐻𝑐 | 𝑖′′ < 𝑖}. The head symbol 𝑖′ has then necessarily visited at least
all the cells in [𝑖− 1, 𝑒𝑐(𝑖, 𝑗)− 2] in 𝑗 − 1 steps. Hence 𝑘 − 1 ≤ 𝑓𝑀 (𝑒𝑐(𝑖, 𝑗)− 𝑖).

For the left boundary of the simulation area we can show that it is similarly
bounded by an analogous argument. Let 𝑖 ∈ 𝐿𝑐 and suppose that 𝑖 < 𝑙𝑐(𝑖, 𝑗) = 𝑘

and let 𝑘 − 𝑖 = 𝑘′. Then by the definition of 𝑙𝑐 there exists unique 𝑖′ ∈ 𝐸𝑐 such that
𝑖′ < 𝑖 and 𝑒𝑐(𝑖

′, 𝑗) = 𝑘− 1. Hence 𝑒𝑐(𝑖
′, 𝑗)− 𝑖′ = 𝑘− 1− 𝑖′ ≥ 𝑘− 𝑖 = 𝑙𝑐(𝑖, 𝑗)− 𝑖.

Analogously we can prove that 𝑟𝑐 is bounded from above by 𝑒𝑐 for suitable pairs of
indices.

We are ready to prove that 𝜆+(𝑐) = 𝜆+ = 0 for each 𝑐 ∈ Σ+. To do this we will
analyse how a difference can propagate in configurations of our cellular automaton.

Let 𝑐 ∈ ΣZ, 𝑚 ∈ N, 𝑛 ∈ N and 𝑟 be the radius of the neighbourhood of 𝑓 .
Suppose that 𝑐′ ∈ 𝑊+

−𝑚(𝑐) ∖ {𝑐} and that 𝑚 ≥ 2𝑟 + 𝐶𝑓𝑀 (𝑛), where 𝐶 = 2 for
the Cases 1 and 2 and 𝐶 = 3 for the Case 3. Let 𝑖𝑛 ∈ Z be the smallest such that
𝑓 𝑗(𝑐′) ∈ 𝑊+

𝑖𝑛
(𝑓 𝑗(𝑐)) for each 𝑗 ∈ [0, 𝑛]. We want to show that 𝑖𝑛 ≤ 0. We will

analyse three cases.

Case 1: > ̸⊏ 𝑓 𝑗(𝑐)[−𝑚,0] for each 𝑗 ∈ [0, 𝑛].

Case 2: > ̸⊏ 𝑓𝑛(𝑐)[−𝑚,0] and
> ⊏ 𝑓 𝑗(𝑐)[−𝑚,0] for some 𝑗 ∈ [0, 𝑛− 1].

Case 3: > ⊏ 𝑓𝑛(𝑐)[−𝑚,0].

Let us start from Case 1. Therefore let us assume that > ̸⊏ 𝑓 𝑗(𝑐)[−𝑚,0] for
each 𝑗 ∈ [0, 𝑛]. Suppose that 𝑖𝑛 > 0. Then let 𝑡 ∈ [0, 𝑛] be the smallest such
that 𝑓 𝑡(𝑐)0 ̸= 𝑓 𝑡(𝑐′)0. Such 𝑡 exists because there exists a non-decreasing sequence
of time-steps 𝑗𝑖 such that 𝑓 𝑗𝑖(𝑐)𝑖 ̸= 𝑓 𝑗𝑖(𝑐′)𝑖 for 𝑖 ∈ [−𝑚, 𝑖𝑛] due to the definition
of 𝑓 . Also by the definition of 𝑓 and since at the time-step 𝑡 − 1 we have that
𝑓 𝑡−1(𝑐)[0,𝑟] = 𝑓 𝑡−1(𝑐′)[0,𝑟], the difference is caused by the presence of an eraser state
or a head symbol in the cells [−𝑟, 0] of either the configuration 𝑓 𝑡−1(𝑐) or 𝑓 𝑡−1(𝑐′).
Let us assume first that 𝑓 𝑡−1(𝑐′)𝑖0 => for some 𝑖0 ∈ [−𝑟, 0]. Then there exists a
unique such 𝑖 ∈ 𝐸𝑐′ that 𝑒𝑐′(𝑖, 𝑡− 1) = 𝑖0. From the movement bound we have that
𝑖0 − 𝑖 ≤ 𝑓𝑀 (𝑡 − 1) ≤ 𝑓𝑀 (𝑛), hence 𝑖 ∈ [−𝑟 − 𝑓𝑀 (𝑛), 0] ∈ [−𝑚, 0]. But then
𝑖 ∈ 𝐸𝑐 ∩ [−𝑚, 0] and hence >⊏ 𝑐[−𝑚,0], which is a contradiction. Therefore the
difference is caused without the presence of an eraser state and thus must come from
the application of 𝑓ℳ. Let 𝑐′′ ∈ {𝑐, 𝑐′}. Assume that 𝑓 𝑡−1(𝑐′′)𝑖0 ∈ 𝑄2, where 𝑖0 ∈
[−𝑟, 0]. There exists a unique such 𝑖 ∈ 𝐻𝑐′′ such that ℎ𝑐′′(𝑖, 𝑡 − 1) = 𝑖0. From the
movement bound we have that 𝑖 ∈ [−𝑟 − 𝑓𝑀 (𝑛), 𝑓𝑀 (𝑛)]. This means that the same
computation of the Turing machine is simulated in the cells [−𝑟 − 𝑓𝑀 (𝑛), 𝑓𝑀 (𝑛)]
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of the orbits of both of the configurations 𝑐 and 𝑐′ for 𝑡 − 1 steps unless one of the
simulation areas gets destroyed by an eraser state. This destruction cannot take place
in the orbit of 𝑐 because of the assumption. If it took place in the orbit of 𝑐′, then
again from the movement bound we would have that >⊏ 𝑐′[−2𝑟−2𝑓𝑀 (𝑛),0], which is
again a contradiction. Hence 𝑖𝑛 ≤ 0.

Let us then move to Case 2. We assume that > ̸⊏ 𝑓𝑛(𝑐)[−𝑚,0] and also that >⊏
𝑓 𝑗(𝑐)[−𝑚,0] for some 𝑗 ∈ [0, 𝑛 − 1]. By the movement bound all of the erasers that
the cells [−𝑚, 0] will see in the orbit of 𝑐 must already exist in the cells [−𝑚, 0] at the
first time-step. Let 𝑖 ∈ [−𝑚, 0] be the smallest such that 𝑐𝑖 =>. Let 𝑡 ∈ [0, 𝑛] be the
smallest such time-step that 𝑒𝑐(𝑖, 𝑡) = −1. By the definition of 𝑓 , or more precisely
𝑒, this means that 𝑓 𝑡−1(𝑐)−3 ∈ 𝑄2. Let 𝑖′0 ∈ 𝐻𝑐 be such that ℎ𝑐(𝑖′0, 𝑡 − 1) = −3.
Then from the movement bound we have that ℎ𝑐(𝑖′0, 𝑗) ∈ [−3− 𝑓𝑀 (𝑛), 𝑒𝑐(𝑖, 𝑗)− 1]

for each 𝑗 ∈ [0, 𝑛], hence 𝑖′0 ∈ 𝐻𝑐′ . If there existed such 𝑗0 ∈ [0, 𝑛] that ℎ𝑐(𝑖′0, 𝑗0) ̸=
ℎ𝑐′(𝑖

′
0, 𝑗0), then it would mean that >⊏ 𝑓 𝑗0−1(𝑐′)𝑘 where 𝑘 ∈ [𝑖′0 − 𝑟, 𝑖′0]. Then

there would exist a unique such 𝑖′ ∈ 𝐸𝑐′ such that 𝑒𝑐′(𝑖′, 𝑗0 − 1) = 𝑘. But from the
movement bound we would have that 𝑖′ ∈ [−2𝑓𝑀 (𝑛)− 2𝑟, 0] ⊆ [−𝑚, 0] which is a
contradiction. Therefore 𝑖𝑛 ≤ 0.

Finally let us consider Case 3. So let us assume that >⊏ 𝑓𝑛(𝑐)[−𝑚,0]. One may
refer to Figure 19 for visual depiction of this case, but many of the notations will be
introduced only later. Suppose that 𝑚 ≥ 2𝑟 + 3𝑓𝑀 (𝑛) and that 𝑖𝑛 > 0. We will first
analyse all the possible ways of how a difference can propagate between the orbits of
two configurations. Let 𝑖0 ∈ [−𝑚, 0] be the largest such that 𝑓𝑛(𝑐)𝑖0 =>. Let 𝑘 ∈ N
and 𝜖𝑘 ∈ 𝐸𝑐 be such that 𝑒𝑐(𝜖𝑘, 𝑛) = 𝑖0. Suppose that 𝜖𝑘 < −𝑚, which means that
𝑖0 < −𝑚+𝑓𝑀 (𝑛) ≤ −2𝑟−2𝑓𝑀 (𝑛) = 𝑚′. This means that > ̸⊏ 𝑓𝑛(𝑐)[−𝑚′,0], hence
from Cases 1 and 2, we have that 𝑖𝑛 ≤ 0. So we can assume that 𝜖𝑘 ≥ −𝑚 and hence
𝜖𝑘 ∈ 𝐸𝑐′ . If 𝑒𝑐(𝜖𝑘, 𝑗) = 𝑒𝑐′(𝜖𝑘, 𝑗) for each 𝑗 ∈ [0, 𝑛], then 𝑓 𝑗(𝑐′) ∈ 𝑊+

𝑒𝑐(𝜖𝑘,𝑗)
(𝑓 𝑗(𝑐))

for each 𝑗 ∈ [0, 𝑛] and so 𝑖𝑛 ≤ 𝑖0. Hence we can assume that there exists smallest
such 𝑡′𝑘, that 𝑒𝑐(𝜖𝑘, 𝑡′𝑘) ̸= 𝑒𝑐′(𝜖𝑘, 𝑡

′
𝑘). Suppose that 𝑒𝑐(𝜖𝑘, 𝑡′𝑘) < 𝑒𝑐′(𝜖𝑘, 𝑡

′
𝑘) otherwise

we can relabel the configurations. Let 𝜂𝑘 = max{𝑖 ∈ 𝐻𝑐′ | 𝑖 < 𝜖𝑘}. Suppose that
𝑙𝑐′(𝜂𝑘) ∈ [−𝑚, 0]. Then 𝜂𝑘 ∈ 𝐻𝑐. There must then exist smallest such 𝑡𝑘 < 𝑡′𝑘,
that ℎ𝑐(𝜂𝑘, 𝑡𝑘) ̸= ℎ𝑐′(𝜂𝑘, 𝑡𝑘). But since the simulation areas are the same at the
beginning and the left boundary is within the cells [−𝑚, 0], then one of them must
be destroyed at time-step 𝑡𝑘 and the other one does not. And since 𝑒𝑐(𝜖𝑘, 𝑡

′
𝑘) <

𝑒𝑐′(𝜖𝑘, 𝑡
′
𝑘), we have that ℎ𝑐(𝜂𝑘, 𝑡𝑘) = −. Then there must exist 𝜖𝑘−1 ∈ 𝐸𝑐 such

that 𝑒𝑐(𝜖𝑘−1, 𝑡𝑘) ∈ [ℎ𝑐(𝜂𝑘, 𝑡𝑘) − 2, ℎ𝑐(𝜂𝑘, 𝑡𝑘) − 1]. Now either 𝜖𝑘−1 < −𝑚 or
𝜖𝑘−1 ∈ 𝐸𝑐′ . In the case that 𝜖𝑘−1 ∈ 𝐸𝑐′ , there must exist such 𝑡′𝑘−1 < 𝑡𝑘, that
𝑒𝑐(𝜖𝑘−1, 𝑡

′
𝑘−1) > 𝑒𝑐′(𝜖𝑘−1, 𝑡

′
𝑘−1). We can keep repeating this argument finitely many

times while we remain in the cells [−𝑚, 0]. We will need to calculate how fast
a difference can propagate between chains of such pairs of alternately destructible
simulation areas. But first let us look at the end of such chain. Let 𝑡 ∈ [0, 𝑛] be
the smallest such that 𝑓 𝑡(𝑐)0 ̸= 𝑓 𝑡(𝑐′)0. Then there exists such 𝑖′0 ∈ [−𝑟, 0] that
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𝑓 𝑡−1(𝑐)𝑖′0 ∈ 𝑄2 or 𝑓 𝑡−1(𝑐′)𝑖′0 ∈ 𝑄2. Suppose the former, otherwise we just relabel
the configurations. Then there exists unique 𝜂 ∈ 𝐻𝑐 such that ℎ𝑐(𝜂, 𝑡− 1) = 𝑖′0. We
must have that 𝜂 > 𝜖𝑘 or 𝜂 = max{𝑖 ∈ 𝐻𝑐 | 𝑖 < 𝜖𝑘}, as no head symbol starting left
of 𝜖𝑘 can reach origin, other than possibly the one whose right boundary is at the cell
𝜖𝑘−1. If 𝜂 < 𝜖𝑘 then we must have that 𝜂 ∈ [𝑓𝑀 (𝑛)− 𝑟, 0]. If 𝜂 > 𝜖𝑘, then 𝜂 ∈ 𝐻𝑐′ .
Then there must exist such 𝑡0 ∈ [0, 𝑡] that ℎ𝑐′(𝜂, 𝑡0) = − as otherwise the same
computation would be simulated in both of the orbits of the configurations of 𝑐 and
𝑐′ in the simulation areas where the cell 𝜂 belongs to. From the movement bound we
have that 𝜂 ∈ [𝑓𝑀 (𝑛)−𝑟, 0]. Hence if 𝑚 ≥ max{2𝑟+3𝑓𝑀 (𝑛), 2𝑟+2𝑓𝑀 (𝑛)+𝛼(𝑛)},
where 𝛼(𝑛) is an upper bound for the propagation of difference between alternately
destructing simulation areas, then 𝑖𝑛 ≤ 0. Next we will want to find an upper bound
for such 𝛼. If the bound is sub-linear for infinitely many indices then the we have
that 𝜆+(𝑐) = 𝜆+ = 0 for each 𝑐 ∈ Σ+.

Let 𝑘 + 1 ∈ N be the amount of the alternately destructing simulation areas. Let
𝜂𝑗 ∈ 𝐻𝑐 ∩𝐻𝑐′ and 𝜖𝑗 ∈ 𝐸𝑐 ∩𝐸𝑐′ be such that 𝜖𝑗 = 𝑟𝑐(𝜂𝑗)+1 for each 𝑗 ∈ [0, 𝑘] and
(𝜂𝑗) is an increasing sequence. Let 𝑡𝑗 ∈ [0, 𝑛] for each 𝑗 ∈ [1, 𝑘] be the smallest such
that ℎ𝑐(𝜂𝑗 , 𝑡𝑗) = − ̸= ℎ𝑐′(𝜂𝑗 , 𝑡𝑗) when 𝑗 is odd and ℎ𝑐(𝜂𝑗 , 𝑡𝑗) ̸= − = ℎ𝑐′(𝜂𝑗 , 𝑡𝑗)

when 𝑗 is even. Suppose that 𝑗 is odd and so ℎ𝑐(𝜂𝑗 , 𝑡𝑗) = −. Denote 𝑖 = ℎ𝑐(𝜂𝑗 , 𝑡𝑗 −
1). Then we have that 𝑒𝑐(𝜖𝑗−1, 𝑡𝑗 − 1) ∈ [𝑖− 2, 𝑖− 1]. This further means that there
exists such 𝑡 ∈ [𝑡𝑗−1 − 1, 𝑡𝑗 − 1] that ℎ𝑐(𝜂𝑗−1, 𝑡) = 𝑒𝑐(𝑖𝑒,𝑗−1, 𝑡𝑗 − 1) − 2. Denote
𝑖′ = ℎ𝑐(𝜂𝑗−1, 𝑡𝑗−1 − 1) = ℎ𝑐′(𝜂𝑗−1, 𝑡𝑗−1 − 1). Then since ℎ𝑐′(𝜂𝑗−1, 𝑡𝑗−1) = − we
have that 𝑒𝑐′(𝜖𝑗−2, 𝑡𝑗−1−1) ∈ [𝑖′−2, 𝑖′−1]. This means that the head symbol at cell
𝜂𝑗−1, must visit all the cells in [𝑒𝑐′(𝜖𝑗−2, 𝑡𝑗−1−1)+𝑎𝑗−1, 𝑒𝑐(𝜖𝑗−1, 𝑡𝑗−1)−2], where
𝑎𝑗−1 ∈ [1, 2] in 𝑡𝑗−1− (𝑡𝑗−1−1) = 𝑡𝑗− 𝑡𝑗−1 steps. Denote 𝑏𝑗 = 𝑒𝑐(𝜖𝑗−1, 𝑡𝑗−1)−
𝑒𝑐′(𝜖𝑗−2, 𝑡𝑗−1−1) for each odd 𝑗 ∈ [2, 𝑘]. All of the above holds if we flip the roles of
𝑐 and 𝑐′. Therefore we analogously define 𝑏𝑗 = 𝑒𝑐′(𝜖𝑗−1, 𝑡𝑗−1)−𝑒𝑐(𝜖𝑗−2, 𝑡𝑗−1−1)

when 𝑗 ∈ [2, 𝑘] is even. As the head symbol visits at least 𝑏𝑗 − 4 cells, we have that
𝑏𝑗 − 1 ≤ 𝑓𝑀 (𝑡𝑗 − 𝑡𝑗−1).

By Theorem 3.5.5 there exists such 𝑔 : N → N, that 𝑓𝑀 (𝑛) ≤ 𝑔(𝑛) = 𝐶 𝑛
ln(𝑛)

for each 𝑛 ∈ N and where 𝐶 ∈ R+. By Lemma 4.3.5 we have that 𝑔 is concave and
increasing in the domain [e2,∞)R. Let 𝐼 ⊆ [2, 𝑘]. We will partition the set 𝐼 into
two sets 𝐼𝐴 and 𝐼𝐵 , in such a way that 𝑗 ∈ 𝐼𝐴 if 𝑡𝑗+1− 𝑡𝑗 ≥ e2 and 𝑗 ∈ 𝐼𝐵 otherwise
for each 𝑗 ∈ 𝐼 . Denote 𝐶 ′ = max{𝑓𝑀 (𝑛) ∈ N | 𝑛 ∈ [1, e2)R ∩ N}. Then for each
𝑗 ∈ 𝐼𝐵 we have that 𝑓𝑀 (𝑛)(𝑡𝑗+1 − 𝑡𝑗) ≤ 𝐶 ′. We have that
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∑︀
𝑗∈𝐼

𝑏𝑗 ≤ 4|𝐼|+
∑︀
𝑡𝑗∈𝐼

𝑓𝑀 (𝑡𝑗+1 − 𝑡𝑗)

= 4|𝐼|+
∑︀

𝑡𝑗∈𝐼𝐵
𝑓𝑀 (𝑡𝑗+1 − 𝑡𝑗) +

∑︀
𝑡𝑗∈𝐼𝐴

𝑓𝑀 (𝑡𝑗+1 − 𝑡𝑗)

≤ 4|𝐼|+ |𝐼𝐵|𝐶 ′ +
∑︀

𝑡𝑗∈𝐼𝐴
𝑔(𝑡𝑗+1 − 𝑡𝑗)

≤ |𝐼|(4 + 𝐶 ′) + |𝐼𝐴|𝑔(
∑︀

𝑡𝑗∈𝐼𝐴

𝑡𝑗+1−𝑡𝑗
|𝐼𝐴| )

≤ |𝐼|(4 + 𝐶 ′) + |𝐼𝐴|𝑔( 𝑛
|𝐼𝐴|)

= |𝐼|(4 + 𝐶 ′) + 𝐶 𝑛
ln( 𝑛

|𝐼𝐴| )
,

where the the third inequality from the top follows from Jensen’s Inequality 4.3.6
or Grolous’s Inequality 4.3.7 for concave functions and the last inequality follows
because 𝑔 is increasing. If 𝑥 ∈ [1, 𝑛) then the function 1

ln(𝑛

𝑥
) is increasing by Lemma

4.3.10. Hence if |𝐼| ∈ [1, 𝑛) we have that 𝐶 𝑛
ln( 𝑛

|𝐼𝐴| )
≤ 𝐶 𝑛

ln( 𝑛

|𝐼| )
and then in such case∑︀

𝑗∈𝐼
𝑏𝑗 ≤ |𝐼|(4 + 𝐶 ′) + 𝐶 𝑛

ln( 𝑛

|𝐼| )
. Then the upper bound is maximized when |𝐼| is

maximized.
Denote 𝑝 = |Σ| and 𝑠 : N→ N 𝑠(𝑛) = min{𝑡 ∈ N | 𝑓𝑀 (𝑡) = 𝑛}. The function

𝑠 is well-defined for aperiodic Turing machines. Since the head of a Turing machine
moves at most one cell at a time, it takes at least 𝑛 steps to reach 𝑛 new cells, so we
have that 𝑠(𝑛) ≥ 𝑛+ 1 for each 𝑛 ∈ N.

Let 𝑡 ∈ N. Denote 𝑑𝑗 = 𝑒𝑐′(𝜖𝑗−1, 𝑡𝑗 − 1) and 𝑎𝑗,𝑡 = 𝑒𝑐′(𝜖𝑗−1, 𝑝
𝑡) when 𝑗 ∈

[1, 𝑘] is even and 𝑑𝑗 = 𝑒𝑐(𝜖𝑗−1, 𝑡𝑗 − 1) and 𝑎𝑗,𝑡 = 𝑒𝑐(𝜖𝑗−1, 𝑝
𝑡) when 𝑗 ∈ [1, 𝑘]

is odd. With these notations 𝑏𝑗 = 𝑑𝑗 − 𝑑𝑗−1 for each 𝑗 ∈ [2, 𝑘] . Also denote
𝑏𝑗,𝑡 = 𝑎𝑗,𝑡 − 𝑎𝑗−1,𝑡 for each 𝑗 ∈ [2, 𝑘]. By definition none of the simulation areas
where head symbols 𝑖ℎ,𝑗 belong to get destroyed before at least 𝑡𝑗 time-steps. The
size of each simulation word such that there is an eraser state at the cell next to the
right boundary, is increased every time when the head symbol visits first the left
boundary and then the right boundary (or just the right boundary if it is the first time
this happens). The sizes of simulation words are decreased only when an eraser state
hits the cell next to the left boundary. Then as there are only 𝑝𝑡 words of length 𝑡 it
follows that 2𝑝𝑡 is always enough time for a simulation word of length 𝑡 to increase

to a simulation word of length 𝑡+ 1. By Lemma 4.3.8 we have that
𝑡−1∑︀
𝑖=1

2𝑝𝑖 ≤ 𝑝𝑡 and

so in 𝑝𝑡 time-steps any simulation word that has not seen an eraser on the cell next to
the left boundary is at least of length 𝑡. On the other hand if there is an eraser state
next to the cell on the left boundary of a simulation word of length less than 𝑡, then
the simulation word gets destroyed somewhere along the way during 𝑝𝑡 time-steps.
Suppose that 𝑡𝑗 ≥ 𝑝𝑡. Then the head symbol starting initially from the cell 𝑖ℎ,𝑗 does
not get destroyed until 𝑝𝑡 steps. Thus we have that 𝑏𝑗,𝑡 ≥ 𝑡.

Define then a partition of 𝐼 made out of sets 𝐼𝑡 such that 𝑗 ∈ 𝐼𝑡 if 𝑡𝑗 ∈ [𝑝𝑡, 𝑝𝑡+1).
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Recall that the head symbol at the cell 𝑖ℎ,𝑗 visits at least 𝑏𝑗 − 1 cells in either the
orbit of 𝑐 or 𝑐′ between the time-steps from 𝑡𝑗 to 𝑡𝑗+1. This means that 𝑠(𝑏𝑗 − 4) ≤
𝑡𝑗+1 − 𝑡𝑗 . Suppose 𝐼𝑡 ̸= ∅ and denote 𝐼𝑡 = (𝑗𝑡, 𝑗𝑡+1].

We have that

|𝐼𝑡|(𝑡− 4) ≤ −4|𝐼𝑡|+
∑︀
𝑗∈𝐼𝑡

𝑏𝑗,𝑡

= −4|𝐼𝑡|+ 𝑎𝑗𝑡+1,𝑡 − 𝑎𝑗𝑡,𝑡
≤ −4|𝐼𝑡|+ 𝑑𝑗𝑡+1

− 𝑎𝑗𝑡,𝑡
= −4|𝐼𝑡|+ 𝑑𝑗𝑡+1

− 𝑑𝑗𝑡 + 𝑑𝑗𝑡 − 𝑎𝑗𝑡,𝑡
= 𝑑𝑗𝑡 − 𝑎𝑗𝑡,𝑡 +

∑︀
𝑗∈𝐼𝑡

𝑏𝑗 − 4

≤ 𝑠(𝑑𝑗𝑡 − 𝑎𝑗𝑡,𝑡) +
∑︀
𝑗∈𝐼𝑡

𝑠(𝑏𝑗 − 4)

≤ 𝑝𝑡+1

and so if 𝑡 ≥ 5 then |𝐼𝑡| ≤ 𝑝𝑡+1

(𝑡−4) . So from the previous upper bound we get for the
index sets 𝐼𝑡 that ∑︀

𝑗∈𝐼𝑡
𝑏𝑗 ≤ |𝐼𝑡|(4 + 𝐶 ′) + 𝐶 𝑝𝑡+1

ln( 𝑝𝑡+1

|𝐼𝑡|
)

≤ 𝑝𝑡+1

(𝑡−4)(4 + 𝐶 ′) + 𝐶 𝑝𝑡+1

ln( 𝑝𝑡+1

𝑝𝑡+1/(𝑡−4)
)

= 𝑝𝑡+1

(𝑡−4)(4 + 𝐶 ′) + 𝐶 𝑝𝑡+1

ln(𝑡−4)

≤ 𝐶 ′′ 𝑝𝑡

ln(𝑡−4) ,

for each 𝑡 ∈ N where 𝑡 > 5 and 𝐶 ′′ = 𝑝(4+𝐶 ′)+ 𝑝𝐶. Let 𝐶 ′′′ ∈ R be such that
5∑︀

𝑡=1

∑︀
𝑗∈𝐼𝑡

𝑏𝑗 ≤ 𝐶 ′′′. We can choose for example 𝐶 ′′′ = 𝑟𝑝6. And so by Lemma 4.3.9

we have that

𝛼(𝑝𝑛) ≤
𝑛∑︀

𝑡=1

∑︀
𝑗∈𝐼𝑡

𝑏𝑗

≤ 𝐶 ′′′ +
𝑛∑︀

𝑡=6
𝐶 ′′ 𝑝𝑡

ln(𝑡−4) ,

= 𝐶 ′′′ + 𝑝4
𝑛−4∑︀
𝑡=2

𝐶 ′′ 𝑝𝑡

ln(𝑡) ,

≤ 𝐶 ′′′ + 𝐶 ′′ 𝑝𝑛+1

ln(𝑛−3)

for each 𝑛 ∈ [6,∞).
This implies that 𝜆+(𝑐) = 𝜆+ = 0 for each 𝑐 ∈ Σ+.
The fact that 𝜆−(𝑐) = 0 holds for each 𝑐 ∈ ΣZ is much easier to see. First of all

we have seen that the eraser states travel only to the right direction. Hence if there
exists such 𝑖 ∈ N that 𝑐𝑖 = >, for some 𝑖 ≥ 0, it means that if 𝑐′ ∈ 𝑊−

𝑖 (𝑐), then
𝑓𝑛(𝑐′) ∈𝑊−

𝑖 (𝑓𝑛(𝑐)), for each 𝑛 ∈ N. Hence any difference coming from right must
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propagate within a single simulation area. But then it follows from the movement
bound that 𝐼−𝑛 (𝑐) ≤ 𝑓𝑀 (𝑛) and hence 𝜆−(𝑐) = 0 for each 𝑐 ∈ ΣZ.

Lemma 4.3.12. The cellular automaton (Σ, 𝑁, 𝑓) constructed in Theorem 4.3.2 is
sensitive.

Proof. Let 𝑐 ∈ ΣZ and 𝑟 be the neighbourhood of 𝑓 and denote 𝐼𝑐 = {𝑖 ∈ N |
𝑓 𝑖(𝑐)0 = >}. Let 𝑚 ∈ N and 𝑘 < −𝑚𝑟. Suppose that 𝑐′ ∈ 𝑊+

𝑘 (𝑐) is such that
𝑐′[𝑘−2,𝑘−1] ∈ 𝑄1

2> and 𝑐′𝑖 = 𝑎 for each 𝑖 < 𝑘 − 2. Then the set 𝐼𝑐′ is bounded from
below by 𝑚 and bounded from above by some constant 𝐶𝑚 ∈ N. Therefore if 𝐼𝑐
is bounded from above by 𝑚′, then for each 𝑚 > 𝑚′ we can find a configuration
𝑐′ ∈ 𝑊+

−𝑚𝑟−1(𝑐), such that the orbits will differ at the origin. On the other hand
if 𝐼𝑐 is not bounded from above, we can find for each 𝑚 ∈ N a configuration 𝑐′ ∈
𝑊+

−𝑚𝑟−1(𝑐), such that 𝐼𝑐′ is bounded from above and so the difference will again
propagate to the origin.

A couple of related conjectures from literature remain open. First one is also due
to Xavier Bressaud and Pierre Tisseur as stated in [9].

Conjecture 4.3.13. [9] Let 𝑋 be an irreducible SFT. Let (𝑋, 𝑓) be a sensitive and
surjective cellular automaton. If 𝜇 is the Parry measure of 𝑋 , then 𝐼+𝜇 + 𝐼−𝜇 > 0.

The following conjecture is from T.K. Subrahmonian Moothathu in [66] and can
be also found restated in [55]. As all transitive CA are surjective by Theorem 2.7.12
it would suffice to find such transitive cellular automaton whose both average Lya-
punov exponents (with respect to the uniform measure) are zero to disprove it. Or
analogous to what we have done here, to show that the maximal Lyapunov exponents
are zero.

Conjecture 4.3.14. [66] Let (ΣZ, 𝑓) be a transitive cellular automaton. Then ℎ𝑓 >

0.
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𝑎𝑗𝑡+1,𝑡𝑎𝑗𝑡+2,𝑡 𝑎𝑗𝑡+3,𝑡 𝑎𝑗𝑡+1,𝑡 𝑎𝑗𝑡+1+1,𝑡

𝑡𝑗𝑡+1

𝑡𝑗𝑡+2

𝑡𝑗𝑡+3

𝑡𝑗𝑡+1

𝑝𝑡

𝑝𝑡+1

𝑑𝑗𝑡+1 𝑑𝑗𝑡+2 𝑑𝑗𝑡+3 𝑑𝑗𝑡+1

𝑏𝑗𝑡+2 𝑏𝑗𝑡+3 𝑏𝑗𝑡+1

𝑏𝑗𝑡+2,𝑡 𝑏𝑗𝑡+3,𝑡 𝑏𝑗𝑡+1,𝑡 𝑏𝑗𝑡+1+1,𝑡

Figure 19. A depiction of the dynamics of the alternately destructing simulation areas from the
time 𝑝𝑡 to the time 𝑝𝑡+1. Two simplified space-time diagrams have been drawn on top of each
other. The dark green lines and the purple lines depict the locations of the head symbols and
erasers, respectively, of the configuration 𝑐. The light green lines and the red lines depict the
locations of the head symbols and erasers, respectively, of the configuration 𝑐′. Recall that 𝑡𝑗 are
the times when a head symbol 𝜂𝑗 gets destroyed in exactly one of the configurations, while 𝑑𝑗 tells
the location of the eraser state 𝜖𝑗−1 that destroys that head symbol at one step prior. The symbols
𝑎𝑗,𝑡 tell where the erasers are located at the time 𝑝𝑡. The symbols 𝑏𝑗 measure distance between
the consecutive 𝑑𝑗s. Finally the symbols 𝑏𝑗,𝑡 measure distances between the consecutive 𝑎𝑗,𝑡s.
Note that the need to move to the left border between being able to move the right border more
than once is not taken to account in this depiction as it is not important here.
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5.1 Amenable Groups
In this chapter we will assume all groups to be countable. The original definition for
amenable groups is due to John von Neumann in [70] and was motivated by the study
of the Banach–Tarski paradox. By his definition a group is amenable if it admits
a finitely-additive, left invariant probability measure on its power set. Since then
many equivalent definitions have been formulated. For instance amenable groups
are exactly the non-paradoxical groups. For several equivalent definitions see for
example [41] by Kate Juschenko. An interesting equivalence, proven in parts in [13]
by Tullio G. Ceccherini-Silberstein, Antonio Machı̀ and Fabio Scarabotti and in [5]
and [3] by Laurent Bartholdi, is that the amenable groups are precisely the groups
such that any cellular automata over them satisfies the Garden-of-Eden Theorem.

We will use the definition given by Erling Følner in [20], as we will need the
sequences defined by him in the definition of our entropy.

Definition 5.1.1. Let 𝐺 be a group. A sequence (𝐹𝑛) of finite subsets of 𝐺 is called a
Følner sequence if for each 𝑔 ∈ 𝐺 and 𝜖 > 0, there exists 𝑛𝜖 such that |𝑔𝐹𝑛△𝐹𝑛| <
𝜖|𝐹𝑛|, whenever 𝑛 > 𝑛𝜖. If a group admits a Følner sequence it is called an amenable
group.

Examples of amenable groups include for instance all finite groups, all groups of
subexponential growth and all solvable groups. The last class of these on the other
hand includes all polycyclic groups, all supersolvable groups, all nilpotent groups,
all abelian groups and all cyclic groups. We do not define these classes of groups, but
one can find definitions and proofs of these results in many sources treating amenable
groups. See for example [41].

The following two lemmas can be derived from well known properties of Følner
sequences presented for example in [41]. Lemma 5.1.3 implies that a group extension
of an amenable group by amenable group is itself an amenable group, we need this
result in a bit more technical form.

Lemma 5.1.2. Let 𝐺 be a group and (𝐹𝑛) be a Følner sequence. For any sequence
(𝐻𝑛) of finite non-empty subsets of 𝐺 there exists a subsequence (𝐹𝑛𝑖

) such that
(𝐻𝑖𝐹𝑛𝑖

) is a Følner sequence and lim
𝑛→∞

|𝐻𝑖𝐹𝑛𝑖
|

|𝐹𝑛𝑖
| = 1.
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Lemma 5.1.3. Let 𝐺 be a group and 𝑁 ⊴ 𝐺 such that 𝐺/𝑁 and 𝑁 are amenable
groups. Let 𝑇 = {𝑡1, 𝑡2, ..., 𝑡𝑘} be such that ⟨𝑡1𝑁, 𝑡2𝑁, ..., 𝑡𝑘𝑁⟩ = 𝐺/𝑁 . Then for
any Følner sequence (𝐹

𝐺/𝑁
𝑛 ) of 𝐺/𝑁 , there exists a Følner sequence (𝐹𝑁

𝑛 ) of 𝑁
such that (𝑇𝑛𝐹

𝑁
𝑘𝑛
) is a Følner sequence of 𝐺, where 𝐹𝑁

𝑘𝑛
is a subsequence of (𝐹𝑁

𝑛 ),

the set 𝑇𝑛 is a finite subset of ⟨𝑇 ⟩ and 𝜙(𝑇𝑛) = (𝐹
𝐺/𝑁
𝑛 ), where 𝜙 : 𝐺 → 𝐺/𝑁 is

the canonical epimorphism.

Denote by Fin(𝐺) the set of finite subsets of a group 𝐺. Let 𝑓 : Fin(𝐺)→ R.

𝑓 is called non-decreasing if 𝑓(𝐹 ) ≤ 𝑓(𝐸) for each 𝐹 ⊆ 𝐸.

𝑓 is called non-negative if 0 ≤ 𝑓(𝐹 ) for each 𝐹 ̸= ∅.
𝑓 is called shift invariant if 𝑓(𝐹 ) = 𝑓(𝐹𝑔) for each 𝑔 ∈ 𝐺.

𝑓 is called sub-additive if 𝑓(𝐹 ∪ 𝐸) ≤ 𝑓(𝐹 ) + 𝑓(𝐸) for each 𝐸,𝐹 ∈ Fin(𝐺).

The following lemma, which we will need in our definition, originates from [72]
by Donald Ornstein and Benjamin Weiss. In the following form it can be found
stated in [58] by Elon Lindenstrauss and Benjamin Weiss.

Lemma 5.1.4 (Ornstein - Weiss). Let 𝐺 be an amenable group. Let 𝑓 : Fin(𝐺)→ R
be non-negative, non-decreasing, shift invariant and sub-additive and let (𝐹𝑛) be a
Følner sequence. Then the limit

lim
𝑛→∞

𝑓(𝐹𝑛)

|𝐹𝑛|

exists and is independent of the choice of the Følner sequence.

The Lemma 5.1.4 by Ornstein and Weiss can be used to show that the limit exists
in the following generalization of measure-theoretic entropy for actions of amenable
groups. The definition in its following form can be found for example in [57] by
Elon Lindenstrauss, but is also credited to [72].

Definition 5.1.5. Let (𝑋,ℬ, 𝜇,𝐺) be a measure-preserving dynamical system, where
𝐺 is amenable. The measure-theoretic entropy of the group action with respect to a
partition 𝛼 is defined as

ℎ̄𝐺𝜇,𝛼 = lim
𝑛→∞

𝐻𝜇(𝛼𝐹𝑛
)

|𝐹𝑛|
,

where (𝐹𝑛) is an arbitrary Følner sequence. Furthermore the measure-theoretic en-
tropy of the group action is defined as

ℎ̄𝐺𝜇 = sup{ℎ̄𝐺𝜇,𝛼 | 𝛼 is a partition of 𝑋}.
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5.2 Generalized Entropy

In this chapter we define a new type of measure-theoretic entropy for measure-
preserving equivariant dynamical systems. Our definition generalizes the usual def-
inition of measure-theoretic entropy and is an invariant under a stronger type of iso-
morphism.

We start by defining an auxiliary function from the collection of finite subsets
of a group to the set of real numbers. We show that this function is non-negative,
non-decreasing, shift invariant and sub-additive and therefore by Lemma 5.1.4 we
can define a converging sequence using Følner sequences. These limits are then used
to define the entropy.

Definition 5.2.1. Let (𝑋,ℬ, 𝜇, 𝑓) be a measure-preserving dynamical system. Let
𝐺 be measure-preserving. If 𝑓 is 𝐺-equivariant, we call the system 𝐺-equivariant,
or just equivariant if 𝐺 is not specified.

Definition 5.2.2. Let (𝑋,ℬ, 𝜇, 𝑓) be a 𝐺-equivariant measure-preserving dynamical
system. Define ℎ𝜇,𝛼 : Fin(𝐺)→ R such that

ℎ𝜇,𝛼(𝐹 ) = lim
𝑛→∞

𝐻𝜇((𝛼𝐹 )
𝑛)

𝑛
= ℎ𝜇(𝛼𝐹 ).

The above definition is well-defined as the limit exists due to Theorem 2.5.21.

Lemma 5.2.3. Let (𝑋,ℬ, 𝜇, 𝑓) be a 𝐺-equivariant measure-preserving dynamical
system, then the function ℎ𝜇,𝛼 is non-decreasing, non-negative, shift invariant and
sub-additive.

Proof. Non-decreasing: For any 𝐹 and 𝐸 such that 𝐹 ⊆ 𝐸, we have, that 𝛼𝐸 is a
refinement of 𝛼𝐹 and hence ℎ𝜇,𝛼(𝐹 ) ≤ ℎ𝜇,𝛼(𝐸).

Non-negative: Clear.
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Shift invariant: Let 𝑛 be arbitrary. For any 𝐹 ∈ Fin(𝐺) and 𝑔 ∈ 𝐺, we have that

(𝛼𝐹𝑔)
𝑛 =

𝑛−1⋁︀
𝑖=0

𝑓−𝑖(𝛼𝐹𝑔)

=
𝑛−1⋁︀
𝑖=0

𝑓−𝑖({
⋂︀

ℎ∈𝐹𝑔

ℎ−1(𝐴ℎ) | 𝐴ℎ ∈ 𝛼})

= {
𝑛−1⋂︀
𝑖=0

𝑓−𝑖(
⋂︀

ℎ∈𝐹𝑔

ℎ−1(𝐴𝑖,ℎ)) | 𝐴𝑖,ℎ ∈ 𝛼}

= {
𝑛−1⋂︀
𝑖=0

⋂︀
ℎ∈𝐹𝑔

𝑓−𝑖(ℎ−1(𝐴𝑖,ℎ)) | 𝐴𝑖,ℎ ∈ 𝛼}

= {
𝑛−1⋂︀
𝑖=0

⋂︀
ℎ∈𝐹𝑔

ℎ−1(𝑓−𝑖(𝐴𝑖,ℎ)) | 𝐴𝑖,ℎ ∈ 𝛼}

= {
𝑛−1⋂︀
𝑖=0

⋂︀
ℎ′∈𝐹

(ℎ′𝑔)−1(𝑓−𝑖(𝐴𝑖,ℎ′)) | 𝐴𝑖,ℎ′ ∈ 𝛼}

= {
𝑛−1⋂︀
𝑖=0

⋂︀
ℎ′∈𝐹

𝑔−1(ℎ′−1(𝑓−𝑖(𝐴𝑖,ℎ′))) | 𝐴𝑖,ℎ′ ∈ 𝛼}

= {𝑔−1(
𝑛−1⋂︀
𝑖=0

⋂︀
ℎ′∈𝐹

ℎ′−1(𝑓−𝑖(𝐴𝑖,ℎ′)) | 𝐴𝑖,ℎ′ ∈ 𝛼}

= {𝑔−1(
𝑛−1⋂︀
𝑖=0

𝑓−𝑖(
⋂︀

ℎ′∈𝐹
ℎ′−1(𝐴𝑖,ℎ′)) | 𝐴𝑖,ℎ′ ∈ 𝛼}

= 𝑔−1(
𝑛−1⋁︀
𝑖=0
{
⋂︀
ℎ∈𝐹

ℎ−1(𝐴ℎ) | 𝐴ℎ ∈ 𝛼})

= 𝑔−1(((𝛼𝐹 )
𝑛)

= ((𝛼𝐹 )
𝑛)𝑔.

Therefore we have that

𝐻𝜇((𝛼𝐹𝑔)
𝑛) = −

∑︀
𝐴∈(𝛼𝐹𝑔)𝑛

𝜇(𝐴) ln(𝜇(𝐴))

= −
∑︀

𝐴∈((𝛼𝐹 )𝑛)𝑔

𝜇(𝐴) ln(𝜇(𝐴))

= −
∑︀

𝐴∈(𝛼𝐹 )𝑛
𝜇(𝑔−1(𝐴)) ln(𝜇(𝑔−1(𝐴)))

= −
∑︀

𝐴∈(𝛼𝐹 )𝑛
𝜇(𝐴) ln(𝜇(𝐴))

= 𝐻𝜇((𝛼𝐹 )
𝑛).

Hence ℎ𝜇,𝛼(𝐹 ) = ℎ𝜇,𝛼(𝐹𝑔).

75



Toni Hotanen

Sub-additive: For any partitions 𝛼 and 𝛽, we have that

(𝛼 ∨ 𝛽)𝑛 =
𝑛−1⋁︀
𝑖=0

𝑓−𝑖({𝐴 ∩𝐵|𝐴 ∈ 𝛼,𝐵 ∈ 𝛽})

=
𝑛−1⋁︀
𝑖=0

({𝑓−𝑖(𝐴) ∩ 𝑓−𝑖(𝐵)|𝐴 ∈ 𝛼,𝐵 ∈ 𝛽})

=
𝑛−1⋁︀
𝑖=0

(𝑓−𝑖(𝛼) ∨ 𝑓−𝑖(𝛽))

= 𝛼𝑛 ∨ 𝛽𝑛.

Then, because 𝛼𝐹∪𝐹 ′ =
⋁︀

𝑔∈𝐹∪𝐹 ′
𝑔−1𝛼 =

⋁︀
𝑔∈𝐹

𝑔−1𝛼 ∨
⋁︀

𝑔′∈𝐹 ′
𝑔′−1𝛼 = 𝛼𝐹 ∨ 𝛼𝐹 ′ , we

get that
𝐻𝜇((𝛼𝐹∪𝐹 ′)𝑛) = 𝐻𝜇((𝛼𝐹 ∨ 𝛼𝐹 ′)𝑛)

= 𝐻𝜇((𝛼𝐹 )
𝑛 ∨ (𝛼𝐹 ′)𝑛)

≤ 𝐻𝜇((𝛼𝐹 )
𝑛) +𝐻𝜇((𝛼𝐹 ′)𝑛),

for each 𝑛 ∈ N and 𝐹, 𝐹 ′ ∈ Fin(𝐺). Dividing by 𝑛 and taking a limit, it follows that

ℎ𝜇,𝛼(𝐹 ∪ 𝐹 ′) ≤ ℎ𝜇,𝛼(𝐹 ) + ℎ𝜇,𝛼(𝐹
′).

Combining the above Lemma together with the Lemma of Ornstein and Weiss
we are able to define our entropy.

Definition 5.2.4. Let (𝑋,ℬ, 𝜇, 𝑓) be a 𝐺-equivariant measure-preserving dynamical
system, where 𝐺 is amenable. Let 𝐻 ≤ 𝐺 and (𝐹𝑛) be a Følner sequence of 𝐻 . We
define the (𝐻, 𝑓)-entropy of the system with respect to a partition 𝛼 to be

ℎ𝐻𝜇,𝛼 = lim
𝑛→∞

ℎ𝜇,𝛼(𝐹𝑛)

|𝐹𝑛|
.

By Lemmas 5.2.3 and 5.1.4 the limit exists and is independent of the choice of the
Følner sequence. Furthermore we define the (𝐻, 𝑓)-entropy of the system to be

ℎ𝐻𝜇 = sup{ℎ𝐻𝜇,𝛼 | 𝛼 is a finite partition of 𝑋}.

In the above notation if we are considering multiple functions, we might add a
function as a superscript and denote ℎ𝐻𝜇 = ℎ𝐻,𝑓

𝜇 for example.
Notice that letting 𝐻 = {1} gives the usual definition of the measure-theoretic

entropy. In this sense our entropy is a generalization of the classical measure-
theoretic entropy.

In the next Lemma we show that just like with the usual measure-theoretic en-
tropy, one can calculate the entropy as the limit of a generating sequence of partitions.
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Lemma 5.2.5. Let (𝑋,ℬ, 𝜇, 𝑓) be a 𝐺-equivariant measure-preserving dynamical
system, where 𝐺 is amenable. Let 𝐻 ≤ 𝐺. If (𝛼𝑛) is a generating sequence, then

lim
𝑛→∞

ℎ𝐻𝜇,𝛼𝑛
= ℎ𝐻𝜇 .

Proof. For any two partitions 𝛼 and 𝛽, we have that ℎ𝜇(𝛽) ≤ ℎ𝜇(𝛼) + 𝐻𝜇(𝛽|𝛼),
which implies that

ℎ𝜇(𝛽𝐹 ) ≤ ℎ𝜇(𝛼𝐹 ) +𝐻𝜇(𝛽𝐹 |𝛼𝐹 )

≤ ℎ𝜇(𝛼𝐹 ) +
∑︀
𝑔∈𝐹

𝐻𝜇(𝛽𝑔|𝛼𝐹 )

≤ ℎ𝜇(𝛼𝐹 ) +
∑︀
𝑔∈𝐹

𝐻𝜇(𝛽𝑔|𝛼𝑔)

≤ ℎ𝜇(𝛼𝐹 ) + |𝐹 |𝐻𝜇(𝛽|𝛼).

For a generating sequence, we have that for each 𝜖 > 0 there exists 𝑛𝜖 such that
𝐻𝜇(𝛽|𝛼𝑛) < 𝜖

2 , whenever 𝑛𝜖 < 𝑛. Then for any 𝜖 > 0 and 𝐹 ∈ Fin(𝐺), we have
that

ℎ𝜇,𝛽(𝐹 )
|𝐹 | = ℎ𝜇(𝛽𝐹 )

|𝐹 |
≤ ℎ𝜇((𝛼𝑛)𝐹 )

|𝐹 | + |𝐹 |𝐻𝜇(𝛽|𝛼𝑛)
|𝐹 |

≤ ℎ𝜇((𝛼𝑛)𝐹 )
|𝐹 | + 𝜖

2

= ℎ𝜇,𝛼𝑛 (𝐹 )
|𝐹 | + 𝜖

2 ,

whenever 𝑛𝜖 < 𝑛. By taking any Følner sequence of 𝐻 we see, that for any 𝜖 > 0,
there exists such 𝑛𝜖, that ℎ𝐻𝜇,𝛽 ≤ ℎ𝐻𝜇,𝛼𝑛

+ 𝜖
2 , whenever 𝑛 > 𝑛𝜖.

Let 𝜖 > 0. By the properties of supremum, we can choose a partition 𝛽 such, that
ℎ𝐻𝜇,𝛽 ≥ ℎ𝐻𝜇 − 𝜖

2 . Therefore it follows that there exists such 𝑛𝜖, that

ℎ𝐻𝜇 ≤ ℎ𝐻𝜇,𝛽 +
𝜖

2
≤ ℎ𝐻𝜇,𝛼𝑛

+ 𝜖,

whenever 𝑛𝜖 < 𝑛. This shows that

lim
𝑛→∞

ℎ𝐻𝜇,𝛼𝑛
= ℎ𝐻𝜇 .

We can generalize the property that (𝛼𝑔)
𝑛 = ((𝛼)𝑛)𝑔 seen in the proof of Lemma

5.2.3 to show that (𝛼𝐹 )
𝑛 = (𝛼𝑛)𝐹 for 𝐺-equivariant functions. This allows use the

notation 𝛼𝑛
𝐹 without brackets as the order of the operation does not matter.

Lemma 5.2.6. Let 𝑋 be a set such that a group 𝐺 acts on it. Let 𝑓 : 𝑋 → 𝑋 be a
function such that 𝑓 ∘ 𝑔 = 𝑔 ∘ 𝑓 for each 𝑔 ∈ 𝐺. Then for any partition 𝛼, 𝑛 ∈ N and
𝐹 ⊆ 𝐺, we have that (𝛼𝐹 )

𝑛 = (𝛼𝑛)𝐹 = 𝛼𝑛
𝐹 .
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Proof. We already saw in the proof of Lemma 5.2.3, that (𝛼𝑔)
𝑛 = (𝛼𝑛)𝑔 for any

𝑔 ∈ 𝐺. Hence we have that:

(𝛼𝑛)𝐹 =
⋁︀
𝑔∈𝐹

(𝛼𝑛)𝑔

=
⋁︀
𝑔∈𝐹

(𝛼𝑔)
𝑛

=
⋁︀
𝑔∈𝐹

𝑛⋁︀
𝑖=0

𝑓−𝑖(𝛼𝑔)

=
⋁︀
𝑔∈𝐹

𝑛⋁︀
𝑖=0

𝑓−𝑖(𝑔−1(𝛼))

=
𝑛⋁︀

𝑖=0

⋁︀
𝑔∈𝐹

𝑓−𝑖(𝑔−1(𝛼))

=
𝑛⋁︀

𝑖=0
{
⋂︀
𝑔∈𝐹

𝑓−𝑖(𝑔−1(𝐴𝑔)) | 𝐴𝑔 ∈ 𝛼}

=
𝑛⋁︀

𝑖=0
{𝑓−𝑖(

⋂︀
𝑔∈𝐹

𝑔−1(𝐴𝑔)) | 𝐴𝑔 ∈ 𝛼}

=
𝑛⋁︀

𝑖=0
𝑓−𝑖(𝛼𝐹 )

= (𝛼𝐹 )
𝑛.

Lemma 5.2.7. Let (𝑋,ℬ, 𝜇, 𝑓) be a 𝐺-equivariant measure-preserving dynamical
system, where 𝐺 is amenable. Let 𝐻 ≤ 𝐺. Then for any finite 𝐹 ⊆ 𝐻 , 𝑚 > 0 and
partition 𝛼, we have that ℎ𝐻𝜇,𝛼 = ℎ𝐻𝜇,𝛼𝑚

𝐹
.

Proof. Let (𝐹𝑛) be a Følner sequence of 𝐻 .

ℎ𝐻𝜇,𝛼𝑚
𝐹

= lim
𝑛→∞

ℎ𝜇,𝛼𝑚
𝐹
(𝐹𝑛)

|𝐹𝑛|

= lim
𝑛→∞

ℎ𝜇,𝛼(𝐹𝐹𝑛)
|𝐹𝑛|

= lim
𝑛→∞

ℎ𝜇,𝛼(𝐹𝐹𝑛)
|𝐹𝑛|

|𝐹𝐹𝑛|
|𝐹𝐹𝑛|

= lim
𝑛→∞

ℎ𝜇,𝛼(𝐹𝐹𝑛)
|𝐹𝐹𝑛|

|𝐹𝐹𝑛∖𝐹𝑛|+|𝐹𝐹𝑛∩𝐹𝑛|
|𝐹𝑛|

≤ lim
𝑛→∞

ℎ𝜇,𝛼(𝐹𝐹𝑛)
|𝐹𝐹𝑛|

|𝐹𝐹𝑛△𝐹𝑛|+|𝐹𝑛|
|𝐹𝑛|

= lim
𝑛→∞

ℎ𝜇,𝛼(𝐹𝐹𝑛)
|𝐹𝐹𝑛|

= ℎ𝐻𝜇,𝛼,

where the last equality follows because (𝐹𝐹𝑛) is a Følner sequence of 𝐻 . The con-
verse ℎ𝐻𝜇,𝛼 ≤ ℎ𝐻𝜇,𝛼𝑚

𝐹
holds because 𝛼𝑚

𝐹 is a refinement of 𝛼.

From the above lemma we get the following corollary, which is analogous to
the property of having a dynamically generating sequence in the setting of the usual
measure-theoretic entropy.
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Corollary 5.2.8. Let (𝑋,ℬ, 𝜇, 𝑓) be a 𝐺-equivariant measure-preserving dynamical
system, where 𝐺 is amenable. Let 𝛼 be a partition. If (𝛼𝑖) is such a generating
sequence, that for every 𝑖 ∈ N, there exists such 𝑚𝑖 ∈ N and a finite subset 𝐻𝑖 of 𝐻 ,
that 𝛼𝑖 = 𝛼𝑚𝑖

𝐻𝑖
, then ℎ𝐻𝜇,𝛼 = ℎ𝐻𝜇 .

Proof. Follows immediately from Lemmas 5.2.5 and 5.2.7.

Definition 5.2.9. Let 𝑖 ∈ {0, 1} and 𝒟𝑖 = (𝑋𝑖,ℬ𝑖, 𝜇𝑖, 𝑓𝑖) be two 𝐺-equivariant
measure-preserving dynamical systems, where 𝐺 is amenable. If there exists a
measure-preserving G-equivariant surjective mapping 𝑇 : 𝑋0 → 𝑋1 such that
𝑇 ∘ 𝑓0 = 𝑓1 ∘ 𝑇 , then 𝒟1 is a strong factor of 𝒟0 and 𝑇 is a strong factor map.
If 𝑇 is bijective and the inverse function is measure-preserving then the systems are
called strongly isomorphic.

The following lemma shows that a strong factor of a given measure-preserving
dynamical system, cannot have a larger entropy, than the original system. As a corol-
lary, we get that strongly isomorphic systems have the same entropy.

Theorem 5.2.10. Let 𝑖 ∈ {0, 1} and 𝒟𝑖 = (𝑋𝑖,ℬ𝑖, 𝜇𝑖, 𝑓𝑖) be two 𝐺-equivariant
measure-preserving dynamical systems, where 𝐺 is amenable. Let 𝐻 ≤ 𝐺. If 𝒟1 is
a strong factor of 𝒟0, then ℎ𝐻,𝑓0

𝜇0 ≥ ℎ𝐻,𝑓1
𝜇1 .

Proof. Let 𝑇 : 𝑋0 → 𝑋1 be a strong factor map. Then for any partition 𝛽 of 𝑋1, we
have that

𝑇−1((𝛽𝐹 )
𝑛) = 𝑇−1({

𝑛−1⋂︀
𝑖=0

⋂︀
𝑔∈𝐹

𝑓−𝑖
1 (𝑔−1(𝐵𝑖,𝑔))|𝐵𝑖,𝑔 ∈ 𝛽})

= {
𝑛−1⋂︀
𝑖=0

⋂︀
𝑔∈𝐹

𝑇−1(𝑓−𝑖
1 (𝑔−1(𝐵𝑖,𝑔)))|𝐵𝑖,𝑔 ∈ 𝛽}

= {
𝑛−1⋂︀
𝑖=0

⋂︀
𝑔∈𝐹

𝑓−𝑖
0 (𝑇−1(𝑔−1(𝐵𝑖,𝑔))|𝐵𝑖,𝑔 ∈ 𝛽}

= {
𝑛−1⋂︀
𝑖=0

⋂︀
𝑔∈𝐹

𝑓−𝑖
0 (𝑔−1(𝑇−1(𝐵𝑖,𝑔))|𝐵𝑖,𝑔 ∈ 𝛽}

= ((𝑇−1(𝛽))𝐹 )
𝑛,

holds for any 𝐹 ∈ Fin(𝐺) and 𝑛 ∈ N. Therefore we have that

ℎ𝐻,𝑓0
𝜇0 = sup{ℎ𝐻,𝑓0

𝜇,𝛼 | 𝛼 is a finite partition of 𝑋0}
≥ sup{ℎ𝐻,𝑓0

𝜇,𝑇−1(𝛽) | 𝛽 is a finite partition of 𝑋1}
= sup{ℎ𝐻,𝑓1

𝜇,𝛽 | 𝛽 is a finite partition of 𝑋1}
= ℎ𝐻,𝑓1

𝜇1 .
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Corollary 5.2.11. Let 𝑖 ∈ {0, 1} and 𝒟𝑖 = (𝑋𝑖,ℬ𝑖, 𝜇𝑖, 𝑓𝑖) be two 𝐺-equivariant
measure-preserving dynamical systems, where 𝐺 is amenable. Let 𝐻 ≤ 𝐺. If 𝒟0

and 𝒟1 are strongly isomorphic, then ℎ𝐻,𝑓0
𝜇0 = ℎ𝐻,𝑓1

𝜇1 .

Proof. Follows immediately from Theorem 5.2.10.

Lemma 5.2.12. Let 𝒜 = (Σ𝐺, 𝑉, 𝑤,𝐺) be a cellular automaton and let 𝜇 be the
uniform measure. Suppose that 𝐺/𝑁 ∼= Z. Let 𝑔 ∈ 𝐺 be such that ⟨𝑔𝑁⟩ = 𝐺/𝑁 . If
𝒜 is left or right permutive with respect to ℎ ∈ 𝐺, where 𝑘 ∈ Z is such that ℎ ∈ 𝑔𝑘𝑁 ,
then ℎ𝑁𝜇 ≥ |𝑘| log(|Σ|)

Proof. We only prove the theorem in the case that 𝒜 is left permutive as the proofs
are analogous. If 𝑘 = 0 the lower bound clearly holds, because ℎ𝑁𝜇 ≥ 0, therefore
we can assume that 𝑘 ̸= 0.

Denote the set of patterns 𝐷𝐹 = {𝑥|𝐹 | 𝑥 ∈ Σ𝐺} for each finite 𝐹 ⊆ 𝐺. In this
notation we will omit the brackets around singleton sets. We will first show that for
each 𝑥 ∈ 𝐷𝐹 and 𝑦 ∈ 𝐷𝐹𝑉 ∖𝐹ℎ there exists unique 𝑧 ∈ 𝐷𝐹ℎ such that 𝑓(𝑐)|𝐹 = 𝑥

for each 𝑐 ∈ Σ𝐺 such that 𝑐|𝐹𝑉 ∖𝐹ℎ = 𝑦 and 𝑐|𝐹ℎ = 𝑧. From this it follows that the
number of patterns in 𝐷𝐹𝑉 that map to any given pattern in 𝐷𝐹 is |Σ||𝐹𝑉 |−|𝐹ℎ|.

Let 𝑎 ∈ 𝐺. From the definition of ℎ-permutivity it follows that for each 𝑥 ∈ 𝐷𝑎

and 𝑦 ∈ 𝐷𝑎𝑉 ∖𝑎ℎ there exists unique 𝑧 ∈ 𝐷𝑎ℎ, such that 𝑓(𝑐)|𝑎 = 𝑥 for each 𝑐 ∈ Σ𝐺

such that 𝑐|𝑎𝑉 ∖𝑎ℎ = 𝑦 and 𝑐|𝑎ℎ = 𝑧. Suppose then that for a finite 𝐴 ⊆ 𝐺 we have
that 𝐴 ⊆ 𝑔𝑘

′
𝑁 for some 𝑘′ ∈ Z. From left permutivity we have that 𝑎𝑉 ∩𝑔𝑘′+𝑘𝑁 =

{𝑎ℎ} for each 𝑎 ∈ 𝐴. Therefore for each distinct 𝑎 ∈ 𝐴 and 𝑏 ∈ 𝐴, we have that
𝑎𝑉 ∩ 𝑏𝑉 ∩ 𝑔𝑘

′+𝑘𝑁 = ∅. Hence it follows that for each 𝑥 ∈ 𝐷𝐴 and 𝑦 ∈ 𝐷𝐴𝑉 ∖𝐴ℎ

there exists a unique 𝑧 ∈ 𝐷𝐴ℎ such that 𝑓(𝑐)|𝐴 = 𝑥 for each 𝑐 ∈ Σ𝐺 such that
𝑐|𝐴𝑉 ∖𝐴ℎ = 𝑦 and 𝑐|𝐴ℎ = 𝑧. Let then 𝐹 be a finite set and let us partition it into sets
𝐴𝑖 such that 𝐴𝑖 ⊆ 𝑔𝑖𝑁 . Let then 𝐴𝑖 and 𝐴𝑗 be two members of the partition and
suppose that 𝑖 < 𝑗. Then 𝐴𝑖ℎ∩𝐴𝑗𝑉 = ∅. Thus it follows that for each 𝑥 ∈ 𝐷𝐹 and
𝑦 ∈ 𝐷𝐹𝑉 ∖𝐹ℎ there exists unique 𝑧 ∈ 𝐷𝐹ℎ such that 𝑓(𝑐)|𝐹 = 𝑥 for each 𝑐 ∈ Σ𝐺

such that 𝑐|𝐹𝑉 ∖𝐹ℎ = 𝑦 and 𝑐|𝐹ℎ = 𝑧.
Let 𝐴 = 𝐹{1𝐺, 𝑔, 𝑔2, . . . 𝑔|𝑘|−1}, where 𝐹 ⊆ 𝑁 is finite. Let 𝐴0 = 𝐴 and

𝐴𝑙 = 𝐴∪𝐴𝑙−1𝑉 . Because 𝐴∩𝐴𝑙ℎ = ∅, we have that the number of patterns in 𝐷𝐴𝑙
,

that map to a specific pattern in 𝐷𝐴𝑙−1∪𝐴 is 𝑚𝑙 = |Σ||𝐴𝑙|−|𝐴𝑙−1|−|𝐹 ||𝑘|. Then each
element in the intersection 𝑃𝐴(𝑥0) ∩ 𝑓−1(𝑃𝐴(𝑥1)) ∩ . . . 𝑓−(𝑛−1)(𝑃𝐴(𝑥𝑛−1)) ∈ 𝛼𝑛

contains
𝑛−1∏︀
𝑖=0

𝑚𝑖 = |Σ||𝐴𝑛−1|−|𝐴0|−(𝑛−1)|𝐹 ||𝑘| = |Σ||𝐴𝑛−1|−𝑛|𝐹 ||𝑘| patterns. Thus for

𝐵 ∈ 𝛼𝑛 we have that 𝜇(𝐵) = |Σ||𝐴𝑛−1|−𝑛|𝐹 ||𝑘||
|Σ||𝐴𝑛−1| = |Σ|−𝑛|𝐹 ||𝑘| as the measure is the

uniform measure. Thus we have that 𝐻𝜇(𝛼
𝑛) = − ln𝜇(𝐵) = 𝑛|𝐹 ||𝑘| ln |Σ| and

so ℎ𝜇(𝛼) = |𝐹 ||𝑘| ln |Σ|. Since this holds for each finite 𝐹 ⊆ 𝑁 it follows that
ℎ𝑁𝜇 ≥ |𝑘| ln |Σ|.
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5.3 Generalized Lyapunov Exponents
In this chapter we generalize the notion of Lyapunov exponents of one-dimensional
cellular automata by Shereshevsky. They were first introduced in [75] by Mark A.
Shereshevsky. Notice that in this chapter we do not require groups to be amenable,
but we require them to be finitely generated. In the context of cellular automata our
definition of 𝜆𝐻

𝛼 can be thought of as the maximum speed of which a difference in
the cells far from 𝐻 propagates to the cells of 𝐻 .

Example 5.3.1. Let (Σ𝐺, 𝐺) be a shift. Let 𝛼 be the partition {𝑃1𝐺
(𝑥) | 𝑥 ∈ Σ𝐺}.

We saw in the Subchapter 2.7 that 𝛼𝐹 = {𝑃𝐹−1(𝑥) | 𝑥 ∈ 𝑋}. Then diam(𝛼𝐵𝑛
) =

2−(𝑛+1) and so lim
𝑛→∞

diam(𝛼𝐵𝑛
) = 0 and thus 𝛼 is a topologically 𝐺-generating

partition.

Definition 5.3.2. Let 𝑋 be a set, let 𝐺 be a group acting on it and let 𝑓 be a self-map
with domain 𝑋 . Let 𝛼 be a partition of 𝑋 and 𝐻 ⊆ 𝐺. For each 𝑥 ∈ 𝑋 we define

𝐿𝐻
𝛼,𝑛(𝑥) = inf{𝑘 ∈ N | 𝑓 𝑖(𝛼𝐵𝑘𝐻−1(𝑥)) ⊆ 𝛼𝐻−1(𝑓 𝑖(𝑥)) for each 𝑖 ≤ 𝑛}.

Furthermore for 𝑌 ⊆ 𝑋 , we define

𝐿𝐻
𝛼,𝑛(𝑌 ) = sup{𝐿𝐻

𝛼,𝑛(𝑥) | 𝑥 ∈ 𝑌 }.

For 𝐿𝐻
𝛼,𝑛(𝑋), we will use the shorthand notation 𝐿𝐻

𝛼,𝑛. Finally we define

𝜆𝐻
𝛼 (𝑌 ) = lim sup

𝑛→∞

𝐿𝐻
𝛼,𝑛(𝑌 )

𝑛
,

and give it the name Lyapunov exponent of the set 𝑌 , with respect to 𝛼 and 𝐻 .

Fixing 𝑌 in a specific way will give us generalizations of the different types
of Lyapunov exponents found in literature. If 𝑌 is a singleton {𝑥}, we call it the
Lyapunov exponent of the point 𝑥 or a pointwise Lyapunov exponent and denote it as
𝜆𝐻
𝛼 (𝑥). If 𝑌 = 𝐺𝑥 for some point 𝑥 ∈ 𝑋 , then we call 𝜆𝐻

𝛼 (𝐺𝑥) the shift invariant
Lyapunov exponent of the point 𝑥. If 𝑌 = 𝑋 , we call it the global Lyapunov exponent
and denote it by 𝜆𝐻

𝛼 .
Let us look at a motivational example for the above definition.

Example 5.3.3. Let (Σ𝐺, 𝑓) be a cellular automaton. Let 𝛼 be the partition {𝑃1𝐺
(𝑥) |

𝑥 ∈ Σ𝐺}. Let 𝑘 = 𝐿𝐻
𝛼,𝑛(𝑥). Recall from Example 5.3.1 that 𝛼𝐻−1 = {𝑃𝐻(𝑥) | 𝑥 ∈

𝑋} and thus 𝛼𝐵𝑘𝐻−1 = {𝑃𝐻𝐵𝑘
(𝑥) | 𝑥 ∈ 𝑋}. Then if 𝑦 ∈ 𝑃𝐻𝐵𝑘

(𝑥) we have that
𝑓 𝑖(𝑦) ∈ 𝑃𝐻(𝑓 𝑖𝑥) for each 𝑖 ≤ 𝑛. In other words the content of the cells in 𝐻 coin-
cide at least for the first 𝑛 iterations for the orbits of 𝑥 and 𝑦 if the content of their
cells in 𝐻𝐵𝑘 coincide. Hence in the context of cellular automata, we can think of
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𝜆𝐻
𝛼 (𝑥) to mean how fast a difference can propagate towards cells in 𝐻 . A depiction

of Lyapunov exponents for cellular automata can be found in Figure 20.
If 𝐺 = Z, then setting 𝛼 = {𝑃1𝐺

(𝑥) | 𝑥 ∈ 𝑋} and either 𝐻 = N or 𝐻 = −N
gives us the Lyapunov exponents of one-dimensional cellular automata. Lemma
5.3.4 shows that for cellular automata 𝐿𝐻

𝛼,𝑛(𝑋) ∈ N.

𝐻𝐵𝑘

𝐻

⇓
𝑦 ∈ 𝛼𝐵𝑘𝐻−1(𝑥), 𝑘 = 𝐿𝐻

𝛼,𝑛(𝑥)

𝑓 𝑖(𝑦) ∈ 𝛼𝐻−1(𝑓 𝑖(𝑥))∀𝑖 < 𝑛

𝑥𝑔 = 𝑦𝑔, ∀𝑔 ∈ 𝐻𝐵𝑘

𝑥𝑔 = 𝑦𝑔, ∀𝑔 ∈ 𝐻

𝐻

𝑓 𝑖(𝑥)𝑔 = 𝑓 𝑖(𝑦)𝑔, ∀𝑔 ∈ 𝐻

Figure 20. A depiction of the Lyapunov exponent 𝐿𝐻
𝛼,𝑛 for a cellular automaton over some group

𝐺. Here 𝐻 ⊆ 𝐺 and 𝛼 = {𝑃1𝐺 (𝑥) | 𝑥 ∈ 𝑋} as in Example 5.3.3.

Lemma 5.3.4. Let (𝑋, 𝑓) be a 𝐺-equivariant dynamical system. Let 𝛼 be a topolog-
ically 𝐺-generating open partition of 𝑋 . Let 𝐻 ⊆ 𝐺. Then

𝐿𝐻
𝛼,𝑛(𝑌 ) = min{𝑘 ∈ N | 𝑓 𝑖(𝛼𝐵𝑘𝐻−1(𝑥)) ⊆ 𝛼𝐻−1(𝑓 𝑖(𝑥))∀ 𝑖 ≤ 𝑛 ∀𝑥 ∈ 𝑌 }

exists for any 𝑌 ⊆ 𝑋 and 𝑛 ∈ N.

Proof. Let 𝑛 ∈ N and 𝜖 > 0 be a Lebesgue number of the partition 𝛼. Then for
any 𝑥 ∈ 𝑋 , we have that 𝐵𝜖(𝑥) ⊆ 𝛼(𝑥). Because 𝑓 is a continuous function on a
compact metric space it is uniformly continuous, therefore there exists such 𝛿 > 0,
that for every 𝑥 ∈ 𝑋 and 𝑖 ≤ 𝑛, we have that if 𝑦 ∈ 𝐵𝛿(𝑥), then 𝑓 𝑖(𝑦) ∈ 𝐵𝜖(𝑓

𝑖(𝑥)).
Because 𝛼 is a topologically generating partition, there exists such 𝑛𝛿 ∈ N, that
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𝛼𝐵𝑛𝛿
(𝑥) ⊆ 𝐵𝛿(𝑥) holds for each 𝑥 ∈ 𝑋 . Putting everything together, we have that

whenever 𝑦 ∈ 𝛼𝐵𝑛𝛿
(𝑥), then 𝑓 𝑖(𝑦) ∈ 𝛼(𝑓 𝑖(𝑥)) for any 𝑥 ∈ 𝑋 and 𝑖 ≤ 𝑛. As

𝛼𝑔(𝑥) = 𝛼(𝑔𝑥) and because 𝑓 is 𝐺-equivariant, we have that for any 𝑔 ∈ 𝐻−1, 𝑥 ∈
𝑋 and 𝑖 < 𝑛, it holds that 𝑦 ∈ 𝛼𝐵𝑛𝛿

𝑔(𝑥) = 𝛼𝐵𝑛𝛿
(𝑔𝑥) implies 𝑓 𝑖(𝑦) ∈ 𝛼(𝑓 𝑖(𝑔𝑥)) =

𝛼𝑔(𝑓
𝑖(𝑥)). Finally 𝑓 𝑖(𝛼𝐵𝑛𝛿

𝐻−1(𝑥)) ⊆
⋂︀

𝑔∈𝐻−1

𝑓 𝑖(𝛼𝐵𝑛𝛿
𝑔(𝑥)) ⊆

⋂︀
𝑔∈𝐻−1

𝛼𝑔(𝑓
𝑖(𝑥)) =

𝛼𝐻−1(𝑓 𝑖(𝑥)). Therefore 𝐿𝐻
𝛼,𝑛(𝑌 ) ≤ 𝐿𝐻

𝛼,𝑛 ≤ 𝑛𝛿, which proves the claim.

The following lemma is by Michael Fekete proven in [18].

Lemma 5.3.5 (Fekete’s Subadditive Lemma). Let (𝑥𝑛) be a sequence of real num-
bers. If the inequality 𝑥𝑛+𝑚 ≤ 𝑥𝑛 + 𝑥𝑚 holds for every 𝑛 and 𝑚 in N, then

lim
𝑛→∞

𝑥𝑛
𝑛

= inf{𝑥𝑛
𝑛
| 𝑛 ∈ N}.

Lemma 5.3.6. Let (𝑋, 𝑓) be a 𝐺-equivariant dynamical system. Let 𝛼 be a topolog-
ically 𝐺-generating open partition of 𝑋 . Let 𝐻 ⊆ 𝐺 be such that 𝐻−1𝐵𝑘 = 𝐵𝑘𝐻

−1

for each 𝑘 ∈ N. If 𝑌 ⊆ 𝑋 is such that 𝐺𝑥 ⊆ 𝑌 for each 𝑥 ∈ 𝑌 , then

𝐿𝐻
𝛼,𝑖+𝑗(𝑌 ) ≤ 𝐿𝐻

𝛼,𝑖(𝑌 ) + 𝐿𝐻
𝛼,𝑗(𝑓

𝑖(𝑌 )).

Proof. Denote 𝐼 = 𝐿𝐻
𝛼,𝑖(𝑌 ) and 𝐽 = 𝐿𝐻

𝛼,𝑗(𝑓
𝑖(𝑌 )). Let 𝑖′ ≤ 𝑖 and 𝑗′ ≤ 𝑗. For each

𝑥 ∈ 𝑌 , we have that

𝑓 𝑖′+𝑗′(𝛼𝐵𝐼+𝐽𝐻−1(𝑥)) = 𝑓 𝑖′+𝑗′(𝛼𝐵𝐼𝐻−1𝐵𝐽
(𝑥))

= 𝑓 𝑖′+𝑗′(
⋂︀

𝑔∈𝐵𝐽

𝛼𝐵𝐼𝐻−1𝑔(𝑥))

⊆ 𝑓 𝑗′(
⋂︀

𝑔∈𝐵𝐽

𝑓 𝑖′(𝛼𝐵𝐼𝐻−1𝑔(𝑥)))

= 𝑓 𝑗′(
⋂︀

𝑔∈𝐵𝐽

𝑓 𝑖′(𝛼𝐵𝐼𝐻−1(𝑔𝑥)))

⊆ 𝑓 𝑗′(
⋂︀

𝑔∈𝐵𝐽

𝛼𝐻−1(𝑓 𝑖′(𝑔𝑥)))

= 𝑓 𝑗′(
⋂︀

𝑔∈𝐵𝐽

𝛼𝐻−1𝑔(𝑓
𝑖′(𝑥)))

= 𝑓 𝑗′(𝛼𝐻−1𝐵𝐽
(𝑓 𝑖′(𝑥)))

= 𝑓 𝑗′(𝛼𝐵𝐽𝐻−1(𝑓 𝑖′(𝑥)))

⊆ 𝛼𝐻−1(𝑓 𝑖′+𝑗′(𝑥)).

Thus we have shown that 𝐿𝐻
𝛼,𝑖+𝑗(𝑌 ) ≤ 𝐿𝐻

𝛼,𝑖(𝑌 ) + 𝐿𝐻
𝛼,𝑗(𝑓

𝑖(𝑌 )).

Corollary 5.3.7. Let (𝑋, 𝑓) be a 𝐺-equivariant dynamical system. Let 𝛼𝐺 be a
topologically 𝐺-generating open partition of 𝑋 . Let 𝐻 ⊆ 𝐺 be such that 𝐻−1𝐵𝑖 =

𝐵𝑖𝐻
−1 for each 𝑖 ∈ N. If 𝑌 ⊆ 𝑋 is such that 𝐺𝑥 ⊆ 𝑌 for each 𝑥 ∈ 𝑌 and

𝑓 𝑖(𝑥) ∈ 𝑌 , for each 𝑖 ∈ N, then

𝜆𝐻
𝛼 (𝑌 ) = lim

𝑛→∞

𝐿𝐻
𝛼,𝑛(𝑌 )

𝑛
.
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Proof. By Lemma 5.3.6, we have that 𝐿𝐻
𝛼,𝑖+𝑗(𝑌 ) ≤ 𝐿𝐻

𝛼,𝑖(𝑌 ) + 𝐿𝐻
𝛼,𝑗(𝑓

𝑖(𝑌 )) and
since 𝑓 𝑖(𝑌 ) ⊆ 𝑌 the claim follows from Fekete’s Subadditive Lemma 5.3.5.

In the above Lemma and Corollary the condition 𝐻−1𝐵𝑖 = 𝐵𝑖𝐻
−1 is satisfied

for example when 𝐻−1 is a subset of the center of 𝐺, i.e. 𝐻−1 ⊆ 𝑍(𝐺) = {𝑧 ∈ 𝐺 |
∀ 𝑔 ∈ 𝐺 : 𝑧𝑔 = 𝑔𝑧}. So especially if 𝐻−1 = {1𝑔} or 𝐺 is an abelian group.

We can analogously prove a measure-theoretic version of the above by using
Kingman’s Theorem from [49] by John F. C. Kingman.

Theorem 5.3.8 (Kingman’s Subadditive Ergodic Theorem). Let (𝑋,ℬ, 𝜇) be a prob-
ability space. If 𝑓 is a measure-preserving function and (𝑔𝑛) is a sequence of 𝐿1

functions such that
𝑔𝑖+𝑗(𝑥) ≤ 𝑔𝑖(𝑥) + 𝑔𝑗(𝑓

𝑖(𝑥)),

for every 𝑖 ∈ Z+, 𝑗 ∈ Z+ and 𝜇-almost every 𝑥, then there exists a function 𝑔 : 𝑋 →
R ∪ {−∞,∞} such that almost everywhere we have that

lim
𝑛→∞

𝑔𝑛(𝑥)

𝑛
= 𝑔(𝑥) ≥ −∞

and 𝑔 is 𝜇-invariant. If furthermore 𝑓 is 𝜇-ergodic, then 𝑔 is constant almost every-
where.

Corollary 5.3.9. Let (𝑋,ℬ, 𝜇, 𝑓) be a 𝐺-equivariant measure-preserving dynamical
system, where 𝑋 is a compact metric space. Let 𝛼𝐺 be a topologically 𝐺-generating
open partition of 𝑋 . Let 𝐻 ⊆ 𝐺 be such that 𝐻−1𝐵𝑖 = 𝐵𝑖𝐻

−1 for each 𝑖 ∈ N.
Then for 𝜇-almost every 𝑥 we have that

𝜆𝐻
𝛼 (𝐺𝑥) = lim

𝑛→∞

𝐿𝐻
𝛼,𝑛(𝐺𝑥)

𝑛
.

If additionally 𝜇 is 𝑓 -ergodic, then 𝜆𝐻
𝛼 (𝐺𝑥) is constant almost everywhere.

Proof. Define a sequence of functions 𝑙𝑖 : 𝑋 → R such that 𝑙𝑖(𝑥) = 𝐿𝐻
𝛼,𝑖(𝐺𝑥) for

each 𝑖 ∈ N and 𝑥 ∈ 𝑋 . By Lemma 5.3.4, we have that 𝐿𝐻
𝛼,𝑖(𝐺𝑥) ≤ 𝐿𝐻

𝛼,𝑖 < ∞ for
each 𝑖 ∈ N, hence (𝑙𝑖) is a sequence of integrable functions. By Lemma 5.3.6, we
have that

𝑙𝑖+𝑗(𝑥) ≤ 𝑙𝑖(𝑥) + 𝑙𝑗(𝑓
𝑖(𝑥)),

therefore the claim follows from Kingman’s Subadditive Ergodic Theorem 5.3.8.

Definition 5.3.10. Let (𝑋, 𝑓) be a 𝐺-equivariant dynamical system. A partition 𝛼 is
called strongly irreducible if whenever 𝑥 ∈ 𝑋 , 𝑦 ∈ 𝑋 , 𝐻 ⊆ 𝐺 and 𝐻 ′ ⊆ 𝐺 such
that 𝐻 ∩𝐻 ′ = ∅ implies that 𝛼𝐻(𝑥) ∩ 𝛼𝐻′(𝑦) ̸= ∅.
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The following splitting property for strongly irreducible partitions can be used to
derive an upper bound relation between the entropy and a specific pair of Lyapunov
exponents as is done in Chapter 5.5.

Lemma 5.3.11. Let (𝑋, 𝑓) be a 𝐺-equivariant dynamical system. Let 𝛼 a partition of
𝑋 . Letℋ be such a finite collection of subsets of 𝐺, that for each 𝐻 ∈ ℋ, there exists
a finite 𝐵𝐻 ⊆ 𝐺 such that 𝑦 ∈ 𝛼𝐵𝐻𝐻(𝑥) implies that 𝑓(𝑦) ∈ 𝛼𝐻(𝑓(𝑥)), for every
𝑥 ∈ 𝑋 . If 𝛼 is strongly irreducible then 𝑦 ∈ 𝛼𝐴(𝑥) implies that 𝑓(𝑦) ∈ 𝛼𝐾(𝑓(𝑥)),
for every 𝑥 ∈ 𝑋 , where

𝐴 =
⋂︁

𝐻∈ℋ
𝐵𝐻𝐻

and
𝐾 =

⋂︁
𝐻∈ℋ

𝐻.

Proof. By induction. Assume, that ℋ = {𝐻,𝐻 ′} and let 𝑥 ∈ 𝑋 and 𝑦 ∈ 𝛼𝐴(𝑥).
As 𝛼 is strongly irreducible, there exists such a point 𝑧 ∈ 𝑋 , that 𝑧 ∈ 𝛼𝐵𝐻𝐻(𝑥) and
𝑧 ∈ 𝛼𝐶(𝑦), where 𝐶 = 𝐵𝐻′𝐻 ′ ∖ 𝐵𝐻𝐻 . Then as 𝑧 ∈ 𝛼𝐴(𝑥) = 𝛼𝐴(𝑦) we have that
𝑧 ∈ 𝛼𝐵𝐻′𝐻′(𝑦). By assumption, this means that 𝑓(𝑧) ∈ 𝛼𝐻(𝑓(𝑥)) ⊆ 𝛼𝐾(𝑓(𝑥)) and
𝑓(𝑧) ∈ 𝛼𝐻′(𝑓(𝑦)) ⊆ 𝛼𝐾(𝑓(𝑦)). Therefore 𝛼𝐾(𝑓(𝑥)) = 𝛼𝐾(𝑓(𝑧)) = 𝛼𝐾(𝑓(𝑦)),
implying 𝑓(𝑦) ∈ 𝛼𝐾(𝑓(𝑥)). As an induction hypothesis, we assume that the claim
holds whenever the collectionℋ contains less than 𝑘 elements. Finally letℋ contain
𝑘 elements. For 𝐻 ∈ ℋ we denoteℋ′ = ℋ ∖ {𝐻}. Denote by

𝐴′ =
⋂︁

𝐻∈ℋ′

𝐵𝐻𝐻

and
𝐾 ′ =

⋂︁
𝐻∈ℋ′

𝐻.

Let 𝑥 ∈ 𝑋 and 𝑦 ∈ 𝛼𝐴(𝑥). By the strong irreducibility, there exists 𝑧 ∈ 𝛼𝐴′(𝑥) ∩
𝛼𝐵𝐻𝐻(𝑦). By the induction hypothesis we have that 𝑓(𝑧) ∈ 𝛼𝐾′(𝑓(𝑥)) ⊆ 𝛼𝐾(𝑓(𝑥))

and by the assumption we have that 𝑓(𝑧) ∈ 𝛼𝐻(𝑓(𝑦)) ⊆ 𝛼𝐾(𝑓(𝑦)). Therefore we
again have that 𝛼𝐾(𝑓(𝑥)) = 𝛼𝐾(𝑓(𝑧)) = 𝛼𝐾(𝑓(𝑦)), implying 𝑓(𝑦) ∈ 𝛼𝐾(𝑓(𝑥)).

Lemma 5.3.12. Let (𝑋, 𝑓) be a 𝐺-equivariant dynamical system. Let 𝛼 be a strongly
irreducible partition of 𝑋 . Let ℋ be a finite collection of subsets of 𝐺. Denote by
𝐾 =

⋂︀
𝐻∈ℋ

𝐻−1. Then

𝐿𝐾
𝛼,𝑛(𝑋) ≤ max{𝐿𝐻

𝛼,𝑛(𝑋) | 𝐻 ∈ ℋ}

holds for each 𝑛 ∈ N.
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Proof. Let 𝑥 ∈ 𝑋 and let us denote 𝑘𝐻 = 𝐿𝐻
𝛼,𝑛(𝑥) and 𝐴 =

⋂︀
𝐻∈ℋ

𝐵𝑘𝐻
𝐻−1. As we

have that 𝑓 𝑖(𝛼𝐵𝑘𝐻
𝐻−1(𝑥)) ⊆ 𝛼𝐻−1(𝑓 𝑖(𝑥)) for each 𝑖 ≤ 𝑛, then by Lemma 5.3.11

we have that 𝑓 𝑖(𝛼𝐴(𝑥)) ⊆ 𝛼𝐾(𝑓 𝑖(𝑥)) for each 𝑖 ≤ 𝑛. Let 𝑘 = max{𝑘𝐻 | 𝐻 ∈ ℋ}.
Then 𝐴 ⊆ 𝐵𝑘𝐾. Hence we have that 𝑓 𝑖(𝛼𝐵𝑘𝐾(𝑥)) ⊆ 𝑓 𝑖(𝛼𝐴(𝑥)) ⊆ 𝛼𝐾(𝑓 𝑖(𝑥)) for
each 𝑖 ≤ 𝑛. Therefore the claim follows.

Of course as a corollary from the previous lemma, we also get that 𝜆𝐾
𝛼 (𝑋) ≤

max{𝜆𝐻
𝛼 (𝑋) | 𝐻 ∈ ℋ}.

5.3.1 Invariance of the Generalized Lyapunov Exponents

If we take a supremum over all finite topologically 𝐺-generating partitions we get an
invariant preserved under strong topological conjugacies, which we will see in this
subchapter.

Definition 5.3.13. Let (𝑋, 𝑓) be a 𝐺-equivariant dynamical system. Let 𝐻 ⊆ 𝐺.
Denote by 𝒜 the set of all finite topologically 𝐺-generating open partitions of 𝑋 .

Then we define 𝐿𝐻
𝑛 (𝑥) = sup{𝐿𝐻

𝛼,𝑛(𝑥) | 𝛼 ∈ 𝒜}, 𝐿𝐻
𝑛 (𝑌 ) = sup{𝐿𝐻

𝛼,𝑛(𝑌 ) |
𝛼 ∈ 𝒜} and 𝜆𝐻(𝑌 ) = sup{𝜆𝐻

𝛼 (𝑌 ) | 𝛼 ∈ 𝒜}.

Lemma 5.3.14. Let (𝑋, 𝑓) be a 𝐺-equivariant dynamical system. Let 𝛼 be a finite
open partition of 𝑋 . Let 𝐻 ⊆ 𝐺. Then 𝜆𝐻

𝛼 (𝑌 ) ≤ 𝜆𝐻
𝛼𝐵𝑘

(𝑌 ) for each 𝑘 ∈ N.

Proof. We have that 𝑓 𝑖(𝛼𝐵𝑘𝐵𝑛′𝐻−1(𝑥)) ⊆ 𝛼𝐵𝑘𝐻−1(𝑓 𝑖(𝑥)) ⊆ 𝛼𝐻−1(𝑓 𝑖(𝑥)), where
𝑛′ = 𝐿𝐻

𝛼𝐵𝑘
,𝑛(𝑥), holds for each 𝑛 ∈ N and 𝑥 ∈ 𝑋 when 𝑖 ≤ 𝑛. From this we see that

𝐿𝐻
𝛼,𝑛(𝑥) ≤ 𝑘 + 𝑛′ and so 𝐿𝐻

𝛼,𝑛(𝑌 ) ≤ 𝑘 + 𝐿𝐻
𝛼𝐵𝑘

,𝑛(𝑌 ) for each 𝑌 ⊆ 𝑋 and 𝑛 ∈ N.
Then dividing by 𝑛 and taking the limit supremum, we get that 𝜆𝐻

𝛼 (𝑌 ) ≤ 𝜆𝐻
𝛼𝐵𝑘

(𝑌 )

as desired.

As each 𝛼𝐵𝑛
is a topologically 𝐺-generating partition whenever 𝛼 is, then we

can see that 𝜆𝐻(𝑌 ) is the supremum of limits lim sup
𝑛→∞

𝜆𝐻
𝛼𝐵𝑛

(𝑌 ) ≥ 𝜆𝐻
𝛼 (𝑌 ). We show

that these limits do not depend on the choice of the partition.

Lemma 5.3.15. Let (𝑋, 𝑓) be a 𝐺-equivariant dynamical system. Let 𝛼 and 𝛽 be
two topologically 𝐺-generating open partitions of 𝑋 . Let 𝐻 ⊆ 𝐺 and 𝑌 ⊆ 𝑋 . Then
lim sup
𝑛→∞

𝜆𝐻
𝛼𝐵𝑛

(𝑌 ) = lim sup
𝑛→∞

𝜆𝐻
𝛽𝐵𝑛

(𝑌 ) = 𝜆𝐻(𝑌 ).

Proof. Since 𝛽 is 𝐺-generating, there exists such 𝑛𝛽 ∈ N that 𝛽𝐵𝑛𝛽
is a refinement

of 𝛼. Likewise, since 𝛼 is 𝐺-generating there exists such 𝑛𝛼 ∈ N that 𝛼𝐵𝑛𝛼
is a

refinement of 𝛽𝐵𝑛𝛽
.

Thus we have that the following chain of subset inclusions 𝑓 𝑖(𝛼𝐵𝑛𝛼𝐵𝑛′𝐻−1(𝑥)) ⊆
𝑓 𝑖(𝛽𝐵𝑛𝛽

𝐵𝑛′𝐻−1(𝑥)) ⊆ 𝛽𝐵𝑛𝛽
𝐻−1(𝑓 𝑖(𝑥)) ⊆ 𝛼𝐻−1(𝑓 𝑖(𝑥)) holds for each 𝑛 ∈ N
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and 𝑥 ∈ 𝑋 when 𝑖 ≤ 𝑛 and where 𝑛′ = 𝐿𝐻
𝛽𝐵𝑛𝛽

,𝑛
(𝑥). Therefore we have that

𝐿𝐻
𝛼,𝑛(𝑌 ) ≤ 𝑛𝛼 + 𝐿𝐻

𝛽𝐵𝑛𝛽
,𝑛
(𝑌 ) for each 𝑌 ⊆ 𝑋 and 𝑛 ∈ N. Then dividing by 𝑛 and

taking the limit supremum it follows that 𝜆𝐻
𝛼 (𝑌 ) ≤ 𝜆𝐻

𝛽𝐵𝑛𝛽

(𝑌 ).
As we can repeat the argument for any partition 𝛼𝐵𝑘

, it immediately follows that
lim sup
𝑛→∞

𝜆𝐻
𝛼𝐵𝑛

(𝑌 ) ≤ lim sup
𝑛→∞

𝜆𝐻
𝛽𝐵𝑛

(𝑌 ). The claim then follows by exchanging the

roles of 𝛼 and 𝛽.

Lemma 5.3.16. Let 𝑋 and 𝑋 ′ be two compact metric spaces and 𝐺 be a group acting
on them. Let 𝑇 be a continuous mapping 𝑇 : 𝑋 → 𝑋 ′ such that 𝑔 ∘ 𝑇 = 𝑇 ∘ 𝑔 for
each 𝑔 ∈ 𝐺. Let 𝛽 be a finite partition of 𝑋 ′. Then if 𝑇−1(𝛽) = 𝛼 is a topologically
𝐺-generating partition of 𝑋 , then 𝛽 is a topologically 𝐺-generating partition of 𝑋 ′.

Proof. We saw in the proof of Theorem 5.2.10 that 𝑇−1(𝛽𝐹 ) = 𝑇−1(𝛽)𝐹 = 𝛼𝐹

holds for each finite 𝐹 ⊆ 𝐺. While the theorem considered measure-preserving
dynamical systems, this part of the proof used only set theory so it holds here too.

Because 𝑇 is a continuous mapping from a compact metric space it is uniformly
continuous. Let 𝜖 > 0. Then there exists such 𝛿 > 0, that for each 𝑥 ∈ 𝑋 it holds
that if 𝑦 ∈ 𝐵𝛿(𝑥) then 𝑇 (𝑦) ∈ 𝐵𝜖(𝑇 (𝑥)). Because 𝛼 is topologically 𝐺-generating,
then there exists such 𝑛𝛿 that 𝛼𝐵𝑛

(𝑥) ⊆ 𝐵𝛿(𝑥) for each 𝑛 ≥ 𝑛𝛿. Then 𝑦 ∈ 𝛼𝐵𝑛
(𝑥)

implies that 𝑇 (𝑦) ∈ 𝐵𝜖(𝑇 (𝑥)). On the other hand since 𝑇 (𝛼𝐵𝑛
(𝑥)) = 𝛽𝐵𝑛

(𝑇 (𝑥))

we have that diam(𝛽𝐵𝑛
) < 𝜖, whenever 𝑛 ≥ 𝑛𝛿. Therefore 𝛽 is a topologically

𝐺-generating partition of 𝑋 ′.

Corollary 5.3.17. Let 𝑋 and 𝑋 ′ be two compact metric spaces and 𝐺 be a group
acting on them. Let 𝑇 be a homeomorphism 𝑇 : 𝑋 → 𝑋 ′ such that 𝑔 ∘ 𝑇 = 𝑇 ∘ 𝑔
for each 𝑔 ∈ 𝐺. Let 𝛽 be a finite partition of 𝑋 ′ and 𝛼 = 𝑇−1(𝛽) be a finite partition
of 𝑋 . Then 𝛼 is a topologically 𝐺-generating partition of 𝑋 if and only if 𝛽 is a
topologically 𝐺-generating partition of 𝑋 ′.

Proof. Follows from Lemma 5.3.16 as 𝑇−1 is a factor map from 𝑋 ′ to 𝑋 .

By the next Theorem we see that the global Lyapunov exponents are invariants
under a stronger form of conjugacy.

Theorem 5.3.18. Let 𝑇 : 𝑋 → 𝑋 ′ be a conjugacy from (𝑋,𝐺) to (𝑋 ′, 𝐺) and from
(𝑋, 𝑓0) to (𝑋 ′, 𝑓1), where 𝑓𝑖 are 𝐺-equivariant for 𝑖 ∈ {0, 1}. Let 𝐻 ⊆ 𝐺. Then
𝜆𝐻
𝑓0

= 𝜆𝐻
𝑓1

.

Proof. Let 𝛽 be a topologically 𝐺-generating finite partition of 𝑋 ′. Then 𝛼 =

𝑇−1(𝛽) is a topologically 𝐺-generating finite partition of 𝑋 by Corollary 5.3.17.
Let 𝑘 ∈ N be such that 𝑓 𝑖

1(𝛽𝐵𝑘𝐻−1(𝑥)) ⊆ 𝛽𝐻−1(𝑓 𝑖
1(𝑥)) holds for each 𝑖 ≤ 𝑛.

Then 𝑇−1(𝑓 𝑖
1(𝛽𝐵𝑘𝐻−1(𝑥))) = 𝑓 𝑖

0(𝑇
−1(𝛽𝐵𝑘𝐻−1(𝑥))) = 𝑓 𝑖

0(𝛼𝐵𝑘𝐻−1(𝑇−1(𝑥))) and
𝑇−1(𝛽𝐻−1(𝑓 𝑖

1(𝑥))) = 𝛼𝐻−1(𝑇−1(𝑓 𝑖
1(𝑥))) = 𝛼𝐻−1(𝑓 𝑖

0(𝑇
−1(𝑥))). Here we used the
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fact that from the proof of Theorem 5.2.10 we have that 𝑇−1(𝛽𝐹 ) = 𝑇−1(𝛽)𝐹 = 𝛼𝐹

holds for each 𝐹 ⊆ 𝐺. Therefore we have that the inclusion 𝑓 𝑖
0(𝛼𝐵𝑘𝐻−1(𝑇−1(𝑥))) ⊆

𝛼𝐻−1(𝑓 𝑖
0(𝑇

−1(𝑥))) holds for each 𝑖 ≤ 𝑛.
From the above we have that 𝐿𝐻

𝛼,𝑛(𝑇
−1(𝑥)) ≤ 𝐿𝐻

𝛽,𝑛(𝑥) for each 𝑥 ∈ 𝑋 ′, 𝑛 ∈ N
and 𝐻 ⊆ 𝐺. Because 𝑇 is a conjugacy we can repeat the argument for the inverse
mapping 𝑇−1 to attain that 𝐿𝐻

𝛽,𝑛(𝑇 (𝑥)) ≤ 𝐿𝐻
𝛼,𝑛(𝑥). Therefore 𝐿𝐻

𝛼,𝑛(𝑋) = 𝐿𝐻
𝛽,𝑛(𝑋

′)

for each 𝑛 ∈ N and 𝐻 ⊆ 𝐺. Then by dividing with 𝑛 and taking the limit supre-
mum we get that 𝜆𝐻

𝛼 (𝑋) = 𝜆𝐻
𝛽 (𝑋 ′) for each 𝐻 ⊆ 𝐺. Therefore it follows that

𝜆𝐻
𝛼𝐵𝑛

(𝑋) = 𝜆𝐻
𝛽𝐵𝑛

(𝑋 ′) for each 𝐻 ⊆ 𝐺. And furthermore lim sup
𝑛→∞

𝜆𝐻
𝛼𝐵𝑛

(𝑌 ) =

lim sup
𝑛→∞

𝜆𝐻
𝛽𝐵𝑛

(𝑌 ) and so 𝜆𝐻
𝑓0

= 𝜆𝐻
𝑓1

.

The next Theorem tells us that the supremum of the Lyapunov exponents 𝜆𝐻(𝑌 )

equals 𝜆𝐻
𝛼 (𝑌 ) for any topologically generating partition 𝛼 for some dynamical sys-

tems.

Theorem 5.3.19. Let (𝑋, 𝑓) be a 𝐺-equivariant dynamical system. Let 𝛼 be a 𝐺-
generating open partition of 𝑋 . Let 𝑌 ⊆ 𝑋 be such that 𝐺𝑥 ⊆ 𝑌 for each 𝑥 ∈ 𝑌 .
Let 𝐻 ⊆ 𝐺 be such that 𝐵𝑛𝐻

−1 = 𝐻−1𝐵𝑛 for each 𝑛 ∈ N. Then 𝜆𝐻
𝛼 (𝑌 ) = 𝜆𝐻(𝑌 ).

Proof. Recall first that 𝛼𝑔(𝑥) = 𝛼(𝑔𝑥) for each partition 𝛼, 𝑔 ∈ 𝐺 and 𝑥 ∈ 𝑋 .
Denote 𝑘 = 𝐿𝐻

𝛼,𝑡(𝑌 ). Then since 𝛼𝐵𝑛𝐵𝑘𝐻−1(𝑥) = 𝛼𝐵𝑘𝐻−1𝐵𝑛
(𝑥) we get that

𝑓 𝑖(𝛼𝐵𝑛𝐵𝑘𝐻−1(𝑥)) = 𝑓 𝑖(𝛼𝐵𝑘𝐻−1𝐵𝑛
(𝑥))

⊆
⋂︀

𝑔∈𝐵𝑛

𝑓 𝑖(𝛼𝐵𝑘𝐻−1𝑔(𝑥))

=
⋂︀

𝑔∈𝐵𝑛

𝑓 𝑖(𝛼𝐵𝑘𝐻−1(𝑔𝑥))

⊆
⋂︀

𝑔∈𝐵𝑛

𝛼𝐻−1(𝑓 𝑖(𝑔𝑥))

=
⋂︀

𝑔∈𝐵𝑛

𝛼𝐻−1𝑔(𝑓
𝑖(𝑥))

= 𝛼𝐻−1𝐵𝑛
(𝑓 𝑖(𝑥))

= 𝛼𝐵𝑛𝐻−1(𝑓 𝑖(𝑥)),

for each 𝑖 ≤ 𝑡 and 𝑥 ∈ 𝑌 .
Therefore we have that 𝐿𝐻

𝛼𝐵𝑛 ,𝑡
(𝑌 ) ≤ 𝐿𝐻

𝛼,𝑡(𝑌 ) for each 𝑛 ∈ N and 𝑡 ∈ N.
Therefore we have that 𝜆𝐻

𝛼𝐵𝑛
(𝑌 ) ≤ 𝜆𝐻

𝛼 (𝑌 ) for each 𝑛 ∈ N. On the other hand
by Lemma 5.3.14 we have that 𝜆𝐻

𝛼 (𝑌 ) ≤ 𝜆𝐻
𝛼𝐵𝑛

(𝑌 ) for each 𝑛 ∈ N. Therefore
𝜆𝐻
𝛼 (𝑌 ) = 𝜆𝐻

𝛼𝐵𝑛
(𝑌 ) for each 𝑛 ∈ N. As this holds for each 𝑛 and we have that

lim sup𝑛→∞ 𝜆𝐻
𝛼𝐵𝑛

(𝑌 ) = 𝜆𝐻(𝑌 ) holds for any topologically 𝐺-generating partition
by Lemma 5.3.15, it follows that 𝜆𝐻

𝛼 (𝑌 ) = 𝜆𝐻(𝑌 ) as was claimed.

As a corollary from Theorems 5.3.18 and 5.3.19 we get that the global Lyapunov
exponents for one-dimensional cellular automata are invariants under strong conju-
gacy.
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5.4 Generalized Notions of Stability
It is interesting to relate different dynamical properties with different values of Lya-
punov exponents and entropy. For instance linear cellular automata are either equicon-
tinuous or sensitive. If they are equicontinuous the classical entropies and Lyapunov
exponents are zero. If they are sensitive, then in the case of one-dimensional cel-
lular automata, the entropy is positive and finite, and in the multidimensional case
entropy is infinite. On the other hand expansive cellular automata have positive and
finite entropy in the one-dimensional case. It is well known that multidimensional
expansive cellular automata do not exist however. It is then natural to generalize
all these properties for equivariant dynamical systems and study their relation to our
Lyapunov exponents and entropy.

Definition 5.4.1. Let (𝑋, 𝑓) be a 𝐺-equivariant dynamical system. Let 𝐻 ⊆ 𝐺 and
𝛼 be a partition of 𝑋 . Then a point 𝑥 ∈ 𝑋 is (𝛼,𝐻)-equicontinuous if for every
𝑛 ∈ N, there exists 𝑘 ∈ N such that if 𝑦 ∈ 𝛼𝐵𝑘𝐻−1(𝑥), then it follows that 𝑓 𝑖(𝑦) ∈
𝛼𝐵𝑛𝐻−1(𝑓 𝑖(𝑥)) for every 𝑖 ∈ N. The system (𝑋, 𝑓) is (𝛼,𝐻)-equicontinuous if
every point is (𝛼,𝐻)-equicontinuous and it is almost (𝛼,𝐻)-equicontinuous if the
set of (𝛼,𝐻)-equicontinuous points is residual. If for every 𝑛 ∈ N, there exists 𝑘 ∈ N
such that for every point 𝑥 and 𝑦 ∈ 𝛼𝐵𝑘𝐻−1(𝑥), it holds that 𝑓 𝑖(𝑦) ∈ 𝛼𝐵𝑛𝐻−1(𝑓 𝑖(𝑥))

for every 𝑖 ∈ N, then (𝑋, 𝑓) is uniformly (𝛼,𝐻)-equicontinuous.

Definition 5.4.2. Let (𝑋, 𝑓) be a 𝐺-equivariant dynamical system. Let 𝐻 ⊆ 𝐺 and
𝛼 be a partition of 𝑋 . The system (𝑋, 𝑓) is (𝛼,𝐻)-sensitive, if there exists such
𝑛 ∈ N that for any 𝑥 ∈ 𝑋 and 𝑘 ∈ N, there exists such 𝑖 ∈ N and 𝑦 ∈ 𝛼𝐵𝑘𝐻−1(𝑥),
that 𝑓 𝑖(𝑦) /∈ 𝛼𝐵𝑛𝐻−1(𝑓 𝑖(𝑥)).

Definition 5.4.3. Let (𝑋, 𝑓) be a 𝐺-equivariant dynamical system. Let 𝐻 ⊆ 𝐺 and
𝛼 be a partition of 𝑋 . The system (𝑋, 𝑓) is (𝛼,𝐻)-expansive, if there exists such
𝑛 ∈ N that for any 𝑥 ∈ 𝑋 and 𝑦 ∈ 𝑋 such that 𝑥 ̸= 𝑦, there exists such 𝑖 ∈ N, that
𝑓 𝑖(𝑦) /∈ 𝛼𝐵𝑛𝐻−1(𝑓 𝑖(𝑥)).

Lemma 5.4.4. Let (𝑋, 𝑓) be a 𝐺-equivariant dynamical system. Let 𝛼 be topo-
logically 𝐺-generating, strongly irreducible, open partition of 𝑋 . Let ℋ be such
a collection of subsets of 𝐺, that for every 𝐻 ∈ ℋ, we have that 1𝐺 ∈ 𝐻−1

and |
⋂︀

𝐻∈ℋ𝐵𝑘𝐻
𝐻−1| < ∞, for any combination of 𝑘𝐻 ∈ N. If 𝑥 is (𝛼,𝐻)-

equicontinuous for each 𝐻 ∈ ℋ then 𝑥 is equicontinuous.

Proof. By the assumption 𝑥 is (𝛼,𝐻)-equicontinuous, for each 𝐻 ∈ ℋ. Then for
each 𝑛 ∈ N and 𝐻 ∈ ℋ, there exists 𝑘𝐻,𝑛 such that 𝑦 ∈ 𝛼𝐵𝑘𝐻,𝑛

𝐻−1(𝑥) implies
that 𝑓 𝑖(𝑦) ∈ 𝛼𝐵𝑛𝐻−1(𝑓 𝑖(𝑥)) for each 𝑖 ∈ N. Denote 𝐴𝑛 =

⋂︀
𝐻∈ℋ𝐵𝑘𝐻,𝑛

𝐻−1

and 𝐾𝑛 =
⋂︀

𝐻∈ℋ𝐵𝑛𝐻
−1. By Lemma 5.3.11, we have that for each 𝑛 ∈ N, if

𝑦 ∈ 𝛼𝐴𝑛
(𝑥) then 𝑓 𝑖(𝑦) ∈ 𝛼𝐾𝑛

(𝑓 𝑖(𝑥)) for each 𝑖 ∈ N. Since 𝛼 is 𝐺-generating, for
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each 𝜖 > 0, there exists such 𝑛, that

𝛼𝐾𝑛
(𝑥) ⊆ 𝛼𝐵𝑛

(𝑥) ⊆ 𝐵𝜖(𝑥),

holds for each 𝑥 ∈ 𝑋 . Let 𝛿 > 0 be a Lebesgue number of the partition 𝛼𝐴𝑛
.

Therefore by combining the above it follows, that for each 𝜖 > 0, there exists such
𝛿 > 0, that 𝑦 ∈ 𝐵𝛿(𝑥) implies 𝑓 𝑖(𝑦) ∈ 𝐵𝜖(𝑓

𝑖(𝑥)) for each 𝑖 ∈ N and hence 𝑥 is
equicontinuous.

Lemma 5.4.5. Let (𝑋, 𝑓) be a 𝐺-equivariant dynamical system. Let 𝛼 be topolog-
ically 𝐺-generating open partition of 𝑋 . If 𝑥 is equicontinuous, then 𝑥 is (𝛼,𝐻)-
equicontinuous for any 𝐻 ⊆ 𝐺.

Proof. Let us assume that 𝑥 is not (𝛼,𝐻)-equicontinuous, for some 𝐻 ⊆ 𝐺. Then
there exists such 𝑛 ∈ N, that for each 𝑘 ∈ N, we have that there exists such a point
𝑦 ∈ 𝛼𝐵𝑘𝐻−1(𝑥), that 𝑓 𝑖(𝑦) ̸∈ 𝛼𝐵𝑛𝐻−1(𝑓 𝑖(𝑥)) for some 𝑖 ∈ N. Therefore there
exists such 𝑔 ∈ 𝐻−1, that 𝑦 ∈ 𝛼𝐵𝑘𝐻−1(𝑥) ⊆ 𝛼𝐵𝑘𝑔(𝑥) = 𝛼𝐵𝑘

(𝑔𝑥) and 𝑓 𝑖(𝑦) ̸∈
𝛼𝐵𝑛𝑔(𝑓

𝑖(𝑥)) = 𝛼𝐵𝑛
(𝑓 𝑖(𝑔𝑥)) for some 𝑖 ∈ N. Let 𝜖 > 0 be a Lebesgue number

of the partition 𝛼𝐵𝑛
. Since 𝛼 is 𝐺-generating, for each 𝛿 > 0, there exists such

𝑘 ∈ N, that for each 𝑥 ∈ 𝑋 we have that 𝛼𝐵𝑘
(𝑥) ⊆ 𝐵𝛿(𝑥). Hence there exists

𝜖 > 0 such that for each 𝛿 > 0, we have a point 𝑦 ∈ 𝛼𝐵𝑘
(𝑔𝑥) ⊆ 𝐵𝛿(𝑔𝑥) such

that 𝑓 𝑖(𝑦) ̸∈ 𝐵𝜖(𝑓
𝑖(𝑔𝑥)) for some 𝑔 ∈ 𝐻−1 and 𝑖 ∈ N. It is well known that if

𝑥 is equicontinuous then each point in 𝐺𝑥 are also equicontinuous and so the claim
follows.

Corollary 5.4.6. Let (𝑋, 𝑓) be a 𝐺-equivariant dynamical system. Let 𝛼 be topo-
logically 𝐺-generating, strongly irreducible, open partition of 𝑋 . Let ℋ be such a
collection of subsets of 𝐺, that for every 𝐻 ∈ ℋ, we have that 1𝐺 ∈ 𝐻−1 and
|
⋂︀

𝐻∈ℋ𝐵𝑘𝐻
𝐻−1| < ∞, for any combination of 𝑘𝐻 ∈ N. Then (𝑋, 𝑓) is (uni-

formly) (𝛼,𝐻)-equicontinuous, for each 𝐻 ∈ ℋ if and only if (𝑋, 𝑓) is (uniformly)
equicontinuous.

Proof. The non-uniform case follows directly from Lemmas 5.4.4 and 5.4.5. The
uniform versions of the lemmas can be proven analogously, so the claim follows
from those.

Lemma 5.4.7. Let (𝑋, 𝑓) be a 𝐺-equivariant dynamical system, 𝐻 ⊆ 𝐺 and 𝑥 ∈ 𝑋 .
Let 𝛼 and 𝛽 be two open partitions of 𝑋 such that 𝛽 is a refinement of 𝛼. Let 𝛼 be
topologically 𝐺-generating. Then 𝑥 is (𝛼,𝐻)-equicontinuous if and only if 𝑥 is
(𝛽,𝐻)-equicontinuous.

Proof. Let 𝑥 be (𝛼,𝐻)-equicontinuous. Let 𝜖 > 0 be a Lebesgue number of 𝛽,
then since 𝛼 is 𝐺-generating, there exists such 𝑛 ∈ N, that 𝛼𝐵𝑛

(𝑥) ⊆ 𝐵𝜖(𝑥) ⊆
𝛽(𝑥). Then from the assumption for any 𝑚 ∈ N, there exists such 𝑘 ∈ N, that
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𝑦 ∈ 𝛼𝐵𝑘𝐻−1(𝑥) implies that 𝑓 𝑖(𝑦) ∈ 𝛼𝐵𝑛+𝑚𝐻−1(𝑓 𝑖(𝑥)) ⊆ 𝛽𝐵𝑚𝐻−1(𝑓 𝑖(𝑥)) for each
𝑖 ∈ N. Since 𝛽𝐵𝑘𝐻−1(𝑥) ⊆ 𝛼𝐵𝑘𝐻−1(𝑥), 𝑥 is (𝛽,𝐻)-equicontinuous.

Let 𝑥 be (𝛽,𝐻)-equicontinuous. Then for any 𝑛 ∈ N, there exists such 𝑘 ∈ N,
that 𝑦 ∈ 𝛽𝐵𝑘𝐻−1(𝑥) implies that 𝑓 𝑖(𝑦) ∈ 𝛽𝐵𝑛𝐻−1(𝑓 𝑖(𝑥)) ⊆ 𝛼𝐵𝑛𝐻−1(𝑓 𝑖(𝑥)) for
each 𝑖 ∈ N. Since 𝛼 is 𝐺-generating, there exists such 𝑘′ ∈ N, that 𝛼𝐵𝑘′𝐻−1(𝑥) ⊆
𝛽𝐵𝑘𝐻−1(𝑥), and hence 𝑥 is (𝛼,𝐻)-equicontinuous.

Lemma 5.4.8. Let (𝑋, 𝑓) be a 𝐺-equivariant dynamical system. Let 𝐻 ⊆ 𝐺. Let
𝛼 be topologically 𝐺-generating, strongly irreducible, open partition of 𝑋 . Then
(𝐿𝐻

𝛼𝐵𝑚 ,𝑛(𝑋)) is bounded over 𝑛 ∈ N for each 𝑚 ∈ N if and only if (𝑋, 𝑓) is
uniformly (𝛼,𝐻)-equicontinuous.

Proof. By definition

𝐿𝐻
𝛼𝐵𝑚 ,𝑛(𝑥) = min{𝑘 ∈ N | 𝑓 𝑖(𝛼𝐵𝑘𝐵𝑚𝐻−1(𝑥)) ⊆ 𝛼𝐵𝑚𝐻−1(𝑓 𝑖(𝑥)) for each 𝑖 < 𝑛}.

If (𝑋, 𝑓) is uniformly (𝛼,𝐻)-equicontinuous, then for each 𝑚 ∈ N, there exists such
𝑘 ∈ N, that 𝑦 ∈ 𝛼𝐵𝑘𝐵𝑚𝐻−1(𝑥) implies 𝑓 𝑖(𝑦) ∈ 𝛼𝐵𝑚𝐻−1(𝑓 𝑖(𝑥)) for each 𝑖 ∈ N and
𝑥 ∈ 𝑋 . Thus 𝐿𝐻

𝛼𝐵𝑚 ,𝑛(𝑥) ≤ 𝑘 for each 𝑛 ∈ N and 𝑥 ∈ 𝑋 . Thus 𝐿𝐻
𝛼𝐵𝑚 ,𝑛(𝑋) ≤ 𝑘 for

each 𝑛 ∈ N.

If (𝑋, 𝑓) is not uniformly (𝛼,𝐻)-equicontinuous, then there exist such 𝑚 ∈ N,
that for each 𝑘 ∈ N, we have that for some 𝑥 ∈ 𝑋 there exists 𝑦 ∈ 𝛼𝐵𝑘𝐵𝑚𝐻−1(𝑥)

such that 𝑓 𝑖(𝑦) ̸∈ 𝛼𝐵𝑚𝐻−1(𝑓 𝑖(𝑥)) for some 𝑖 ∈ N. Therefore for each 𝑘 ∈ N, there
exists 𝑖 ∈ N such that 𝐿𝐻

𝛼𝐵𝑚 ,𝑖(𝑋) > 𝑘. The claim follows.

Lemma 5.4.9. Let (𝑋, 𝑓) be a 𝐺-equivariant dynamical system. Let 𝐻 ⊆ 𝐺 be
such that 𝐻−1𝐵𝑖 = 𝐵𝑖𝐻

−1 for each 𝑖 ∈ N. Let 𝛼 be topologically 𝐺-generating,
strongly irreducible, open partition of 𝑋 . Then (𝐿𝐻

𝛼,𝑛(𝑋)) is bounded over 𝑛 ∈ N if
and only if (𝑋, 𝑓) is uniformly (𝛼,𝐻)-equicontinuous.

Proof. By definition

𝐿𝐻
𝛼,𝑛(𝑥) = min{𝑘 ∈ N | 𝑓 𝑖(𝛼𝐵𝑘𝐻−1(𝑥)) ⊆ 𝛼𝐻−1(𝑓 𝑖(𝑥)) for each 𝑖 < 𝑛}

and
𝐿𝐻
𝛼,𝑛(𝑋) = max{𝐿𝐻

𝛼,𝑛(𝑥) | 𝑥 ∈ 𝑋}.

If (𝑋, 𝑓) is not uniformly (𝛼,𝐻)-equicontinuous, then there exist such 𝑚 ∈ N, that
for each 𝑘 > 𝑚, we have that for some 𝑥 ∈ 𝑋 there exists 𝑦 ∈ 𝛼𝐵𝑘𝐻−1(𝑥) such that
𝑓 𝑖(𝑦) ̸∈ 𝛼𝐵𝑚𝐻−1(𝑓 𝑖(𝑥)) = 𝛼𝐻−1𝐵𝑚

(𝑓 𝑖(𝑥)) for some 𝑖 ∈ N. Therefore there exists
such 𝑔 ∈ 𝐵𝑚, that

𝑦 ∈ 𝛼𝐵𝑘𝐻−1(𝑥) = 𝛼𝐻−1𝐵𝑘
(𝑥) ⊆ 𝛼𝐻−1𝐵𝑗𝑔(𝑥) = 𝛼𝐻−1𝐵𝑗

(𝑔𝑥) = 𝛼𝐵𝑗𝐻−1(𝑔𝑥),
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where 𝑗 = 𝑘 − 𝑚, but 𝑓 𝑖(𝑦) ̸∈ 𝛼𝐻−1𝑔(𝑓
𝑖(𝑥)) = 𝛼𝐻−1(𝑓 𝑖(𝑔𝑥)). Hence for each

𝑘 ∈ N, there exists 𝑖 ∈ N such that 𝐿𝐻
𝛼,𝑖(𝑋) > 𝑗 = 𝑘 − 𝑚. The other direction

follows from Lemma 5.4.8 and so the claim follows.

Lemma 5.4.10. Let (𝑋, 𝑓) be a 𝐺-equivariant dynamical system. Let 𝛼 be topolog-
ically 𝐺-generating partition of 𝑋 . If 𝑓 is expansive then 𝑓 is (𝛼,𝐻)-expansive for
any 𝐻 ⊆ 𝐺.

Proof. Since 𝑓 is expansive there exists such 𝜖 > 0, that for each 𝑥 ∈ 𝑋 and 𝑦 ∈ 𝑋

such that 𝑥 ̸= 𝑦, there exists such 𝑖 ∈ N, that 𝑓 𝑖(𝑦) ̸∈ 𝐵𝜖(𝑓
𝑖(𝑥)). Since 𝛼 is 𝐺-

generating, there exists such 𝑛 ∈ N, that 𝛼𝐵𝑛𝐻−1(𝑥) ⊆ 𝛼𝐵𝑛
(𝑥) ⊆ 𝐵𝜖(𝑥) for each

𝑥 ∈ 𝑋 . Therefore for any 𝑦 ∈ 𝛼𝐵𝑛𝐻−1(𝑥) ∖ {𝑥}, there exists such 𝑖 ∈ N, that
𝑓 𝑖(𝑦) ̸∈ 𝛼𝐵𝑛𝐻−1(𝑓 𝑖(𝑥)).

In summary we have the following implications: (𝑋, 𝑓) is expansive =⇒
(𝑋, 𝑓) is (𝛼,𝐻)-expansive =⇒ (𝑋, 𝑓) is (𝛼,𝐻)-sensitive =⇒ (𝑋, 𝑓) is not
(𝛼,𝐻)-equicontinuous =⇒ (𝑋, 𝑓) is not equicontinuous.

5.5 Upper Bound: Relating the Entropy to the Lyapunov
Exponents

In this chapter we develop an upper bound relation between our entropy and Lya-
punov exponents. We show that if we are dealing with an amenable group that has a
normal subgroup 𝑁 such that the quotient 𝐺/𝑁 is isomorphic to the additive group of
integers, then the entropy ℎ𝑁𝜇 is bounded from above by the product of the measure-
theoretic entropy of the group action and a pair of suitable Lyapunov exponents. The
values in this product are finite and therefore so is the entropy, thus satisfying one of
the properties we were after. This is a generalization of the analogous result for one
dimensional cellular automata proved in [75].

Theorem 5.5.1. Let (𝑋,ℬ, 𝜇, 𝑓) be a measure-preserving, 𝐺-equivariant dynamical
system, where 𝑋 is a compact metric space, 𝑓 is continuous and ℬ is the Borel 𝜎-
algebra of 𝑋 . Let 𝑁⊴𝐺 such that 𝐺/𝑁 ∼= Z. Let 𝑔 ∈ 𝐺 be such that ⟨𝑔𝑁⟩ = 𝐺/𝑁 .
Let 𝛼 be topologically 𝐺-generating, strongly irreducible, open partition. Then

ℎ𝑁𝜇 ≤ ℎ̄𝐺𝜇 (𝜆
𝐻+
𝛼 + 𝜆𝐻−

𝛼 ),

where 𝐻−1
+ = 𝐽+𝑁 , 𝐻−1

− = 𝐽−𝑁 , 𝐽+ = {𝑔𝑖 | 𝑖 ≥ 0} and 𝐽− = {𝑔𝑖 | 𝑖 ≤ 0}.

Proof. Let 𝐻 ′ = {1𝐺}. Choose ℋ = {𝐻+, 𝐻−, 𝐻
′}. Clearly 1𝐺 =

⋂︀
𝐻∈ℋ𝐻−1.

For 𝐻−1
+ , we have that 𝐵𝑖𝐻

−1
+ = 𝐽𝑖,+𝑁 , where 𝐽𝑖,+ = {𝑔𝑘 | 𝑘 ≥ −𝑖} and for

𝐻−1
− , we have that 𝐵𝑖𝐻

−1
− = 𝐽𝑖,−𝑁 , where 𝐽𝑖,− = {𝑔𝑘 | 𝑘 ≤ 𝑖}. Therefore

𝐵𝑖𝐻
−1
+ ∩𝐵𝑗𝐻

−1
− = 𝐽𝑖,𝑗𝑁 , where 𝐽𝑖,𝑗 = {𝑔𝑘 | − 𝑖 ≤ 𝑘 ≤ 𝑗}. Furthermore for some

mapping 𝜑 : N→ N, we have that 𝐽𝑖,𝑗𝑁 ∩𝐵𝑘 ⊆ 𝐽𝑖,𝑗𝐵
𝑁
𝜑(𝑘), which is finite.
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Recall that by definition

𝐿𝐻
𝛼,𝑛(𝑥) = min{𝑘 | 𝑓𝑚(𝛼𝐵𝑘𝐻−1(𝑥)) ⊆ 𝛼𝐻−1(𝑓𝑚(𝑥)) for each 𝑚 ≤ 𝑛}

and
𝐿𝐻
𝛼,𝑛(𝑋) = max{𝐿𝐻

𝛼,𝑛(𝑥) | 𝑥 ∈ 𝑋}.
Let us use the shorthand 𝐿𝐻(𝑛) = 𝐿𝐻

𝛼,𝑛(𝑋). Then by the above reasoning

𝐴𝑛 =
⋂︁

𝐻∈ℋ
𝐵𝐿𝐻(𝑛)𝐻

−1 ⊆ 𝐾𝑛𝐵
𝑁
𝜑(𝐿𝐻′(𝑛))

,

where 𝐾𝑛 = 𝐽𝐿𝐻+(𝑛),𝐿𝐻−(𝑛)
. Especially 𝐴𝑛 is finite for every 𝑛 ∈ N. By Lemma

5.3.11, we have that
𝑓𝑚(𝛼𝐴𝑛

(𝑥)) ⊆ 𝛼(𝑓𝑚(𝑥)),

for every 𝑚 < 𝑛. Therefore 𝛼𝐴𝑛
is a refinement of 𝛼𝑛 and thus 𝛼𝐴𝑛𝐹 is a refinement

of (𝛼𝑛)𝐹 for any 𝐹 ⊆ 𝐺. Let then 𝜙𝑖 : N → N be such that 𝐵𝑁
𝜑(𝑘)𝐽𝑖,𝑖 ⊆ 𝐽𝑖,𝑖𝐵

𝑁
𝜙𝑖(𝑘)

for each 𝑘 ∈ N and denote 𝐴𝑖
𝑛 = 𝐽𝑖,𝑖𝐾𝑛𝐵

𝑁
𝜙𝑖(𝐿𝐻′(𝑛))

. Then 𝐴𝑛𝐽𝑖,𝑖 ⊆ 𝐴𝑖
𝑛 and so

𝛼𝐴𝑖
𝑛

is a refinement of 𝛼𝐴𝑛𝐽𝑖,𝑖
, which in turn is a refinement of (𝛼𝑛)𝐽𝑖,𝑖

. We have
that 𝛼𝐴𝑖

𝑛𝐹 is a refinement of (𝛼𝑛)𝐽𝑖,𝑖𝐹 = (𝛼𝐽𝑖,𝑖𝐹 )
𝑛 = 𝛼𝑛

𝐽𝑖,𝑖𝐹
, for any finite 𝐹 ⊆ 𝐺.

Here the equalities are due to commutativity as seen in Lemma 5.2.6. Since 𝛼 is
topologically 𝐺-generating, the sequence 𝛼𝑖 = 𝛼𝐽𝑖,𝑖𝐵𝑁

𝑖
is generating in the measure-

theoretic sense and by Lemma 5.2.5 ℎ𝑁𝜇 = lim
𝑖→∞

ℎ𝑁𝜇,𝛼𝑖
. On the other hand by Lemma

5.2.7 we have that ℎ𝑁𝜇,𝛼𝑖
= ℎ𝑁𝜇,𝛼𝐽𝑖,𝑖

for each 𝑖 ∈ N. Then for any Følner sequence

(𝐹𝑛) of 𝑁 such that lim
𝑛→∞

|𝐵𝑁
𝜙𝑖(𝐿𝐻′ (𝑛))𝐹𝑛|

|𝐹𝑛| = 1 holds, we have that:

ℎ𝑁𝜇,𝛼𝑖
= ℎ𝑁𝜇,𝛼𝐽𝑖,𝑖

= lim
𝑛→∞

1
|𝐹𝑛| lim

𝑚→∞

𝐻𝜇(𝛼𝑚
𝐽𝑖,𝑖𝐹𝑛

)

𝑚

= lim
𝑛→∞

1
|𝐹𝑛| inf

𝑚∈N

𝐻𝜇(𝛼𝑚
𝐽𝑖,𝑖𝐹𝑛

)

𝑚

≤ lim
𝑛→∞

1
|𝐹𝑛|

𝐻𝜇(𝛼𝑛
𝐽𝑖,𝑖𝐹𝑛

)

𝑛

≤ lim
𝑛→∞

𝐻𝜇(𝛼𝐴𝑖
𝑛𝐹𝑛

)

𝑛|𝐹𝑛|

= lim
𝑛→∞

𝐻𝜇(𝛼𝐴𝑖
𝑛𝐹𝑛

)

|𝐴𝑖
𝑛𝐹𝑛|

|𝐴𝑖
𝑛𝐹𝑛|

𝑛|𝐹𝑛|

= lim
𝑛→∞

𝐻𝜇(𝛼𝐴𝑖
𝑛𝐹𝑛

)

|𝐴𝑖
𝑛𝐹𝑛|

|𝐵𝑁
𝜙𝑖(𝐿𝐻′ (𝑛))𝐹𝑛||𝐽𝑖,𝑖𝐾𝑛|

𝑛|𝐹𝑛|

= lim
𝑛→∞

𝐻𝜇(𝛼𝐴𝑖
𝑛𝐹𝑛

)

|𝐴𝑖
𝑛𝐹𝑛|

|𝐵𝑁
𝜙𝑖(𝐿𝐻′ (𝑛))𝐹𝑛||2𝑖+1+𝐿𝐻+(𝑛)+𝐿𝐻−(𝑛)|

𝑛|𝐹𝑛|

= lim
𝑛→∞

|𝐵𝑁
𝜙𝑖(𝐿𝐻′ (𝑛))𝐹𝑛|

|𝐹𝑛| lim
𝑛→∞

𝐻𝜇(𝛼𝐴𝑖
𝑛𝐹𝑛

)

|𝐴𝑖
𝑛𝐹𝑛|

|2𝑖+1+𝐿𝐻+(𝑛)+𝐿𝐻−(𝑛)|
𝑛

≤ lim
𝑛→∞

𝐻𝜇(𝛼𝐴𝑖
𝑛𝐹𝑛

)

|𝐴𝑖
𝑛𝐹𝑛|

(|2𝑖+1|+|𝐿𝐻+(𝑛)+𝐿𝐻−(𝑛)|)
𝑛

= lim
𝑛→∞

𝐻𝜇(𝛼𝐴𝑖
𝑛𝐹𝑛

)

|𝐴𝑖
𝑛𝐹𝑛|

|𝐿𝐻+(𝑛)+𝐿𝐻−(𝑛)|
𝑛 .
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Strictly speaking in the above we made some assumptions about convergence in
the last three steps. But we will see in the following that each of the sequences in the
products do indeed converge.

Now either (𝑋, 𝑓) is both uniformly (𝛼,𝐻−)- and (𝛼,𝐻+)-equicontinuous or it
is not. In the former case, we have that (𝐿𝐻+

(𝑛)) and (𝐿𝐻−(𝑛)) are bounded and in
the latter case at least one of them is not. Let us look at the former case first.

If (𝐿𝐻+
(𝑛)) and (𝐿𝐻−(𝑛)) are both bounded from above, then we have that

𝐴𝑖
𝑛𝐹𝑛 = 𝐽𝑘1,𝑘2

𝐵𝑁
𝑚𝑛

𝐹𝑛 for large enough 𝑛, where 𝑘1 ∈ N, 𝑘2 ∈ N and 𝑚𝑛 ∈ N.
Now by Lemma 5.1.2 we can choose such a Følner sequence of 𝑁 that 𝐵𝑁

𝑘𝑛
𝐹𝑛 is

a Følner sequence. Hence lim
𝑛→∞

𝐻𝜇(𝛼𝐴𝑖
𝑛𝐹𝑛

)

|𝐴𝑖
𝑛𝐹𝑛| =

ℎ𝜇,𝛼𝐽𝑘1,𝑘2

|𝐽𝑘1,𝑘2
| ∈ R. On the other hand

lim
𝑛→∞

|𝐿𝐻+(𝑛)+𝐿𝐻−(𝑛)|
𝑛 = 0. Therefore as a product of two converging sequences we

have that ℎ𝑁𝜇,𝛼𝑖
= 0 for each 𝑖 ∈ N and so ℎ𝑁𝜇 = 0.

Suppose then that at least one of (𝐿𝐻+
(𝑛)) or (𝐿𝐻−(𝑛)) is unbounded. Then

(𝐽𝑖,𝑖𝐾𝑛) maps to a Følner sequence of 𝐺/𝑁 by the canonical epimorphism. Then
we can choose such a Følner sequence (𝐹𝑛) of 𝑁 , that (𝐵𝑁

𝜙𝑖(𝐿𝐻′(𝑛))
𝐹𝑛) is a Følner

sequence of 𝑁 and (𝐴𝑖
𝑛𝐹𝑛) is a Følner sequence of 𝐺 and lim

𝑛→∞

|𝐵𝑁
𝜙𝑖(𝐿𝐻′ (𝑛))𝐹𝑛|

|𝐹𝑛| = 1.
Such a choice exists by Lemmas 5.1.2 and 5.1.3. Therefore we have that

ℎ𝑁𝜇 = lim
𝑖→∞

ℎ𝑁𝜇,𝛼𝑖

≤ lim
𝑖→∞

lim
𝑛→∞

𝐻𝜇(𝛼𝐴𝑖
𝑛𝐹𝑛

)

|𝐴𝑖
𝑛𝐹𝑛|

|𝐿𝐻+(𝑛)+𝐿𝐻−(𝑛)|
𝑛

= lim
𝑖→∞

ℎ̄𝐺𝜇 (𝜆
𝐻+
𝛼 + 𝜆

𝐻−
𝛼 )

= ℎ̄𝐺𝜇 (𝜆
𝐻+
𝛼 + 𝜆

𝐻−
𝛼 ).

Theorem 5.5.2. Let ℬ be the Borel 𝜎-algebra of Σ𝐺 and 𝜇 be the uniform measure
on ℬ. Let (Σ𝐺,ℬ, 𝜇, 𝑓) be a left permutive cellullar automaton with respect to ℎ ∈
𝐺. Let 𝑔 ∈ 𝐺 be such that ⟨𝑔𝑁⟩ = 𝐺/𝑁 . Let ℎ𝑁 = 𝑔𝑘𝑁 . Suppose that the
neighbourhood 𝑉 is contained in the set 𝐻−1

− = 𝐽−𝑁 , where 𝐽− = {𝑔𝑖 | 𝑖 ≤ 0}.
Then ℎ𝑁𝜇 = |𝑘| log |Σ|.

Proof. Let 𝛼 be a topologically 𝐺-generating, strongly irreducible, open partition of
Σ𝐺. Then it is easy to see that 𝜆𝐻−

𝛼 ≤ |𝑘|. This follows because the neighbourhood
is contained in 𝐾𝑁 , where 𝐾 = {𝑔𝑖 | −𝑘 ≤ 𝑖 ≤ 0}. On the other hand we have
that 𝜆𝐻+

𝛼 = 0. Hence by Theorem 5.5.1 we have that ℎ𝑁𝜇 ≤ ℎ̄𝜇𝐺(𝜆
𝐻+
𝛼 + 𝜆

𝐻+
𝛼 ) ≤

|𝑘| log |Σ|.
On the other hand we saw in Lemma 5.2.12 that ℎ𝑁𝜇 ≥ |𝑘| log |Σ| and so the

claim follows.

An analogous result holds for the right permutive cellular automata also.
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6 Open Problems and Future Directions

Here we have gathered some open conjectures from literature and some questions of
our own. First one is due to Xavier Bressaud and Pierre Tisseur as stated in [9].

Conjecture 6.0.1. [9] Let 𝑋 be an irreducible SFT. Let (𝑋, 𝑓) be a sensitive and
surjective cellular automaton. If 𝜇 is the Parry measure of 𝑋 , then 𝐼+𝜇 + 𝐼−𝜇 > 0.

The following conjecture is from T.K. Subrahmonian Moothathu in [66] and can
be also found restated in [55]. As all transitive CA are surjective by Theorem 2.7.12
it would suffice to find such transitive cellular automaton whose both average Lya-
punov exponents (with respect to the uniform measure) are zero to disprove it. Or to
show that the maximal Lyapunov exponents are zero.

Conjecture 6.0.2. [66] Let (ΣZ, 𝑓) be a transitive cellular automaton. Then ℎ𝑓 > 0.

We could ask several related questions here. If a given cellular automaton is
either 1) surjective and sensitive, 2) bijective and sensitive, 3) transitive, 4) mixing,
then does there necessarily exist a configuration with a positive pointwise Lyapunov
exponent? Can the average Lyapunov exponents be zero in any of these cases?

The decision problem that asks whether two given cellular automata are conju-
gate was shown undecidable in [38] by Joonatan Jalonen and Jarkko Kari. The proof
utilized the fact that conjugate cellular automata (and dynamical systems in general)
have the same topological entropy. As the entropy can be calculated exactly in the
framework of linear cellular automata it is then natural to ask if the question is de-
cidable in such setting. Although non-conjugate linear cellular automata can have
the same entropy, so the fact that the entropy can be calculated might not indicate
anything in itself. To see this consider a radius-0 neighbourhood cellular automata.
Suppose one has 2 states and another one has 3 states and the local rule just adds 1
modulo the amount of states. Then each configuration has period 2 in one cellular
automaton and period 3 in another one and so they are not conjugate. But the en-
tropies are zero for both. Naturally we can ask the same question in the setting of the
group cellular automata also.

CONJUGACY OF LCA: Given two linear cellular automata, decide if they are topo-
logically conjugate.
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CONJUGACY OF GCA: Given two group cellular automata, decide if they are topo-
logically conjugate.

Question 6.0.3. Is the CONJUGACY OF LCA decidable?

Question 6.0.4. Is the CONJUGACY OF GCA decidable?

In Chapter 5 we generalized the measure-theoretic entropy for such measure-
preserving dynamical systems whose function is 𝐺-equivariant for some amenable
group 𝐺. Analogously we could define the generalized topological entropy and by
slightly altering the proofs we could probably show that all the equivalent proper-
ties hold. Does there then exist some kind of variational principle between these
two entropies? The entropies were taken with respect to some subgroup of 𝐺, we
could define the set of entropies over all subsets. Would such set imply something
meaningful about the system that a single entropy does not? We did not define the
average generalized Lyapunov exponents, but one can easily do so analogous to the
one-dimensional ones. Could our upper bound then be slightly improved with them?
It is likely that our proof would not need to be edited that much, one could probably
apply the generalized Shannon-McMillan-Breiman Theorem for amenable groups.
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