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While Mixed Reality devices and platforms have entered the digital market, the question
of their effectiveness in providing remote presence remains unanswered. In this thesis,
we aim to challenge two trending and rapidly growing technologies: Mixed Reality and
Large Language Models (LLMs). By designing a case study focused on education—a
key target for Mixed Reality—we aim to measure immersion using sentiment analysis
based on Plutchik’s Wheel of Emotions. This analysis requires Finnish language skills
since the study is conducted in Finland and in Finnish. Unlike our previous case study,
which relied on translations by Finnish speakers, this research incorporates a pipeline
that leverages LLMs to assist an English speaker in overcoming the language barrier. We
then compare the results of the collaboration between an English speaker and AI against
those of native Finnish speakers.
Eventually, the Mixed Reality experience is categorized as an immersive experience,
achieving a sentiment analysis rate of 0.75 for immersion. Additionally, the English
speaker’s performance was found to be 19% less effective than that of the Finnish speak-
ers and 24% less effective than using LLMs alone.
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1 Introduction

By the evolution of digital communication, Mixed Reality (MR) platforms and video

conferencing tools like Zoom have significantly altered the way individuals interact and

engage with each other. This transformation is particularly notable among younger gen-

eration, where these technologies have become essential to not only entertainment but

also education and socialization. The immersive nature of MR and the wide accessibility

of video conferencing present convenient environments for communication, while these

two have different features to offer. Understanding how these environments influence

interaction patterns, language use, and social engagement can provide valuable insights

into the development of effective digital communication tools and strategies.

This thesis, while focusing on education, seeks to explore the dynamics of children’s

communication behaviors by designing a case study that includes gameplay on a Mixed

Reality (MR) platform. To better understand the impact of MR, the same design was

also run on a non-reality, 2D communicative platform—-specifically, the Zoom online

platform. There are many ways to analyze and study a design and experiment, but

in this case, we decided to start with analyzing the dialogues from children’s gameplay

sessions in both MR and Zoom environments. Since the experiment design and conditions

were not as controlled as a studio audio setup, we decided not to use signal processing

techniques. Instead, we focused on the words and content of the dialogues. With the

remarkable progress of Large Language Models, it is possible to convert the audio to

transcription and text. Some data processing stages might be required for the text if the

data quality is not convenient.

For exploring human language, researchers need to understand the language. In this
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case, the experiment is conducted in Finland and in Finnish, while many researchers

in the group do not speak the language. Previously in case study 1, Finnish speakers

translated the entire study into English, which was a time-consuming process. Instead,

we decided to use machine learning models that have knowledge of human languages

to assist researchers, particularly English speakers, in conducting their research. To

process the data from audio to usable English text, Large Language Models (LLMs)

are used in several stages: transcription (converting audio to text), correction (refining

the transcribed output to eliminate gibberish parts, which may occur due to differences

between spoken and written Finnish), translation, speaker identification, and emotion

detection. At each stage, the accuracy of the LLMs needs to be measured and analyzed

to draw meaningful conclusions. The assessments are followed by the research questions.

The thesis is guided by a set of research questions:

1. The Role of Transcription (audio to text): How does auto transcription affect the

analytical insights derived from the data? To what extent does transcription ac-

curacy influence the interpretive validity of linguistic patterns and communicative

behaviors identified through NLP and GPT model analyses?

2. Impact of Translation on Analysis: How does the translation of dialogues from

Finnish to English affect the analysis of communication patterns? Can these au-

tomatic tools effectively distinguish between native Finnish and English speakers,

and what connections does this have for the study of bilingual or multilingual com-

munication in digital settings?

3. Effectiveness of Automatic Tools: How effectively can current automatic tools, in-

cluding NLP and GPT models, analyze and extract information from children’s

dialogues in digital environments? What are the limitations and strengths of these

technologies in processing and understanding the use of child language and inter-

action?

4. Identification of Communication Contexts and Speakers: Can advanced NLP tools,

particularly LLMs, accurately distinguish between dialogues occurring in MR and
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Zoom environments? Is it possible to identify the speaker or the medium based

solely on the analysis of their speech patterns and language use?

5. Differences Between Mixed Reality and Zoom Interactions: Are there noticeable

differences in communication patterns, linguistic features, and social dynamics be-

tween groups of children interacting in MR versus those on Zoom? If so, to what

extent can these differences be quantified, and what do they reveal about the influ-

ence of each platform on children’s communication behaviors?

Through addressing these questions, this thesis aims to not only clarify the impacts

of digital environments on children’s communication but also to evaluate the potential

of current NLP technologies to advance our understanding of language and interaction

in the digital age. To answer these research questions, there are many tasks that can be

done with prompting the GPT models, including:

• Translation and Transcription Refinement: Language models can assist with trans-

lating or cleaning up the experiment’s transcripts that need to be clarified or are in

a different language. This guarantees the data is prepared for examination.

• Sentiment Analysis: GPT models can perform a initial sentiment analysis by pro-

cessing over the transcripts. This could entail interpreting the students’ responses

to determine if they were feeling happy, sad, or neutral, providing insight into how

they were feeling while playing the activities [1].

• Theme Identification: Identifying recurrent topics or keywords by looking over the

transcripts is also a task to be assisted by Language models. This may demonstrate

how the MR and Zoom groups differ in terms of communication methods, degrees

of participation, and emotional responses.

• Comparative Analysis: Highlighting significant variations or parallels between the

two groups’ interactions, linguistic styles, and degrees of engagement is an important

piece of work in this research that GPT models can assist with.
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• Summarizing: GPT models can produce summaries of the studies’ long transcripts

that preserve key information while distilling the spirit of the children’s conversa-

tions and input.

• Coding for Qualitative Analysis: Language models can assist in creating a coding

system for your study. As an example going through the transcripts and classifying

important words or ideas in order to make theme analysis easier.

• Creating Interview Questions: Creating questions is also a task that LLMs are good

at. That helps in going deeper into the experiences and perspectives of the children

to do follow-up interviews.

• Literature Review: Including summarizing or explaining study methods, conclu-

sions, and theories from previous psychological, educational, or technological studies

that may be relevant to the project [2].

In this thesis, we are focusing on the first 4 tasks and assess how good LLMs and GPT

models are at them. Flowchart in Figure 1.1 visualize how the data processing stages are

organized and how the tasks are done.
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Figure 1.1: Data flow



2 Background

In this chapter, we delve into the foundational knowledge necessary for understanding this

thesis, providing a brief review. Additionally, references are provided for those interested

in further exploring these topics. Since we are conducting sentiment analysis towards

immersion using emotions, I begin this chapter by defining what emotions and sentiments

are. Next, we review the AI and ML models, techniques, and structures used at each

stage of our data flow (refer to 1.1). Finally, I discuss the technology and setup of our

mixed reality platform, introducing each component in detail.

2.1 Sentiment and Emotion

Because they are both influenced by biology, cognition, and social context; emotions and

sentiments are sometimes used as synonyms–yet, they are two different concepts. Short-

lived, episodic reactions to certain situations or stimuli, emotions are marked by rapid

changes in behavioral, autonomic, and brain functions. Sentiments, on the other hand, are

long-lasting psychological predispositions or dispositions to respond to stable emotional,

cognitive, and related responses to particular objects or circumstances. Compared to

emotions, they are less dependent on particular occasions, more dispositional, and more

consistent. While emotions can arise spontaneously and are not always directed toward

an object, sentiments are developed and directed toward an object. All things considered,

sentiments and emotions are essential components of the human experience, but they are

not the same in terms of length, stability, or target orientation [3].

Words can be confusing when defining emotions and sentiments, but Figure 2.1 visu-

alizes these concepts more clearly and easily.
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Figure 2.1: Comparison of sentiment and emotion[4]

2.2 Artificial intelligence and Machine learning

The science of creating computers and other devices with the ability to think, learn, and

behave in ways that would typically need human intelligence or entail data sets too large

for people to process is known as artificial intelligence. AI is a collection of technologies

used for data analytics, forecasting, object classification, natural language processing,

data retrieval, and other business applications. These technologies are mostly based on

machine learning and deep learning. [5]

By supplying a system with enormous quantities of data, machine learning—a subset

of artificial intelligence—allows it to learn and grow on its own utilizing deep learning and

neural networks without needing to be explicitly programmed. Computer systems may

continuously improve and adapt as they get additional "experiences" thanks to machine

learning. Therefore, by giving these systems access to more and more diverse datasets

to process, their performance can be enhanced [6]. Figure 2.2 visualizes the relationships

and overlaps between AI, ML, and DL.
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Figure 2.2: comparing artificial intelligence, machine learning, and deep learning[7]

2.3 Human Language Technology

Human Language Technology (HLT) involves using smart electronic devices and software

to communicate with people by understanding human language and generating responses.

One popular area within HLT is Natural Language Processing (NLP), which combines

computer science and language study to develop methods for processing language auto-

matically.

2.3.1 Natural Language Processing

A subfield of artificial intelligence (AI), called natural language processing (NLP), gives

computers the ability to understand, produce, and modify human language. Natural

language processing can be used to query the data using voice or text in natural language.

NLP is applicable to all of the human languages and can be used with both written and

spoken language and data. Here are some of the NLP applications that are used in

this thesis: Sentiment Analysis, Text Classification, Machine Translation, and Speech

Recognition.
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2.4 Transfer Learning

In the context of machine learning models, transfer learning is using the structure or

information from one learning problem to improve learning on a related problem. Using

least squares regression, Jeremy West et al. created a formal explanation of inductive

transfer for both linear and non-linear models. They demonstrated the sufficient and

required conditions for inductive transfer to improve learning accuracy. Lastly, they used

a variety of learning techniques to demonstrate transfer in both artificial and real-world

scenarios, thereby providing empirical validation for the outcome [8].

2.5 Generative pretrained transformers

Sentiment analysis, document classification, question answering, and textual entailment

are just a few of the activities that fall under the umbrella of natural language under-

standing. Large unlabeled text corpora are widely available, but labeled data for these

tasks is scarce, which makes it difficult for task specific trained models to predict well.

By generatively pre-training a language model on a wide corpus of unlabeled text first,

and then discriminatively fine-tuning on each individual task, significant improvements

on these tasks can be obtained. Effective transfer can be achieved with minimal changes

to the model architecture by using input transformations for each task during fine-tuning

[9].

2.5.1 Transformers

The Transformer model offers a structured memory that manages long-term dependencies

in text more effectively than recurrent networks. It is well-known for its effectiveness in

tasks like machine translation, speech to text, and text classification. Strong transfer

performance is produced by this structural advantage in a variety of jobs. We use task-

specific input adaptations for transfer learning that come from traversal-style methods,

which handle structured text input as a single token sequence. Our tests show that these

modifications allow for efficient fine-tuning with very small architectural changes to the
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pretrained model [9].

2.5.2 Pretrained models

Reducing the need for supervised learning in natural language processing (NLP) requires

effective learning from unprocessed text. Large amounts of manually labeled data are

required for many deep learning algorithms, which limits their use in domains with insuf-

ficient annotated resources. In these situations, linguistic information extraction models

from unlabeled data provide a useful substitute for expensive annotation efforts. Quality

representations learned unsupervisedly can significantly improve performance even in the

presence of extensive supervision. This is highlighted by the significant improvements in

NLP task outcomes achieved using pretrained word embeddings [9].

2.5.3 Generative models in NLP

From Natural Language Processing (NLP) perspective, generative AI is the technology

that makes it possible to produce text or voice that sounds like human language. Gen-

erative AI models can produce new material based on patterns they discover from large

datasets, in contrast to standard AI models that examine and process already-existing

data. These models make use of sophisticated neural network architectures and methods,

frequently using Transformers or Recurrent Neural Networks (RNNs) to comprehend the

complex linguistic structures. For a better understanding, refer to Figure 2.3.

By understanding context, grammar, and semantics, generative AI models are able

to produce content that is coherent and relevant to the given context. They are vital

resources for a wide range of applications, including code development, language trans-

lation, chatbots, and content production. [11]

2.5.4 GPT3 and GPT4

Both GPT-3 and GPT-4 are state-of-the-art models developed by OpenAI. In the follow-

ing paragraphs, we will take a closer look into the differences between these two models.



2.5 GENERATIVE PRETRAINED TRANSFORMERS 11

Figure 2.3: Generative pretrained transformers architecture [10]

• GPT3

OpenAI created the cutting-edge GPT-3 language model. GPT-3 is based on the

transformer architecture, similar to GPT-2, but larger in scale. With 175 billion

parameters, GPT-3 has a much larger number of parameters than its predecessor,

GPT-2. The model can execute a range of natural language processing tasks in few-

shot, one-shot, and zero-shot scenarios while requiring little task-specific training

data, including; language translation, summarizing, and generating code. Although

GPT-3 is capable of producing findings that are believable yet sometimes outputs

are inaccurate or biased.[1]

• GPT4

The advanced language model GPT-4 replaces GPT-3.5. Improvements in fac-

tual accuracy, safety, and the capacity to manage challenging jobs are all included

in GPT-4. Compared to GPT-3.5, GPT-4 has improved abilities, such as better

results in professional and academic assessments. GPT-4 leverages a large-scale
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web-scale corpus of licensed and publicly accessible data that has been refined by

reinforcement learning from human feedback (RLHF). With the help of more than

50 specialists, significant improvements are made to lessen biases and harmful out-

puts, testing and refining the model through adversarial testing.[12]

Feature/Aspect GPT-3 GPT-4
Release Date June 2020 March 2023
Model Size 175 billion parameters Not publicly disclosed, but

significantly larger and
more advanced than GPT-3

Training Data Vast corpus of internet text Expanded and more
curated dataset, including
diverse sources and licensed
data

Learning Paradigm Few-shot, one-shot,
zero-shot learning

Enhanced few-shot,
one-shot, zero-shot learning
with better generalization

Factual Accuracy Can generate plausible but
incorrect info

Improved factual accuracy
and reduced hallucinations

Safety Mitigations Basic safety measures Advanced safety measures
with significant reduction
in harmful outputs

Reasoning Abilities Competent in various tasks Superior reasoning and
complex problem-solving
abilities

Fine-Tuning Limited fine-tuning with
RLHF

Extensive fine-tuning with
RLHF and additional
safety reward signals

Benchmark
Performance

Strong performance on
NLP tasks

Outperforms GPT-3 on
benchmarks such as
TruthfulQA and
professional exams

Applications Language translation,
summarization, code
generation, etc.

Enhanced applications,
including improved code
generation and
understanding of complex
queries

Bias and Fairness Contains biases from
training data

Efforts to mitigate biases
and improve fairness
through expert testing and
feedback

Table 2.1: Comparison between GPT-3 and GPT-4. Sources: [1], [12]
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2.6 Annotation Agreement

In this study for comparing human and AI performance, a consistent set of annotations

created by humans is required to be compared with AI and language models. It’s impor-

tant that all annotators agree on these annotations to build a thorough database. This

means measuring agreement among annotators and improving it through the annotation

process is crucial.

Inter-annotator agreement (IAA) and inter-annotator reliability (IAR) are two con-

cepts that use various metrics to assess agreement among annotators. IAA metrics mea-

sure the extent to which annotations from different annotators are similar on the same

data. Specifically, they indicate how well annotators adhere to guidelines, standards, and

criteria. On the other hand, IAR delves deeper into annotations, also evaluating their

correctness and validity.

Let’s discuss some of the IAR metrics that will be used in this study. Cohen’s kappa

is a metric used to measure annotation agreement between two raters for classification

and categorical tasks [13]. Fleiss’ kappa assesses the reliability of annotation agreement

for classification tasks over categorical data among multiple annotators [14].

• Cohen’s kappa

κ = Po−Pe

1−Pe

– Po is the observed agreement among raters.

– Pe is the expected agreement (chance agreement).

• Fleiss’ kappa [14]

κ = P̄−P̄ e

1−P̄ e

– P̄ is the overall observed proportion of agreement among all raters.

– Pē is the overall proportion of agreement that would be expected by chance.

In this study, Fleiss’ Kappa is utilized. Let us examine the interpretation table out-

lining the range of values in this assessment and their corresponding meanings.
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Kappa Value Strength of Agreement
<0 Poor agreement
0.00–0.20 Slight agreement
0.21–0.40 Fair agreement
0.41–0.60 Moderate agreement
0.61–0.80 Substantial agreement
0.81–1.00 Almost perfect agreement

Table 2.2: Interpretation of Fleiss’ Kappa Values: [15]

As the table 2.2 indicates, the values below 0 show no or poor agreement.

2.6.1 Tokenization

The process of dividing a text into smaller units is known as tokenization. The objective

of this task is to prepare the text for subsequent text mining tasks through prepossessing.

Given the variety of languages used in this study and the potential variation in sentence

or dialogue lengths, it is essential to tokenize both the texts and their corresponding

labels to ensure a valid assessment and apply the alignment.

Let’s have an example. The sentence "I was supposed to be here last week, but I got a

cold." will be tokenized into "I", "was", "supposed", "to", "be", "here", "last", "week",

"but", "I", "got", "a", "cold".

2.7 Mixed Reality

Mixed Reality (MR) is a blend of Virtual Reality (VR) and Augmented Reality (AR)

within the reality-virtuality continuum, a concept introduced by Paul Milgram and Fumio

Kishino in 1994 [16]. VR immerses users entirely in virtual environments, while AR

overlays digital content onto the physical world. Positioned between these two paradigms,

MR facilitates interactive environments where physical and virtual objects coexist and

interact, leveraging real-world physics. For a clearer understanding of the differences

between MR, VR, and AR, refer to Figure 2.4.

To create a Mixed Reality platform, several components are essential:

1. Sensors and Cameras: Essential for capturing and tracking the user’s environ-
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Figure 2.4: Comparing Mixed Reality, Augmented Reality, and Virtual Reality [17]

ment, facilitating communication within the platform. This study employs Lidar

cameras for precise environmental mapping.

2. Display Devices: Devices such as the Microsoft HoloLens, utilized in this re-

search, project digital images into physical space as three-dimensional holograms,

enhancing immersive experiences.

3. Software and Algorithms: Crucial for real-time interaction and integration of

data from the physical environment into virtual constructs [18], [19].

4. Processing Power: Requires robust computational capabilities to manage com-

plex interactions between physical and digital elements, particularly in multi-user

scenarios involving two computers.

Despite its potential, MR faces several challenges:

1. Technical Limitations: High processing power requirements and issues with la-

tency and accuracy in digital overlays. In this experiment, we utilized powerful

computers with dual graphic cards, yet encountered glitches and hangs. This raises

concerns among researchers about the technology’s readiness for rigorous studies.

2. Cost: Development of the platform and software, along with hardware costs, can
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be prohibitive for widespread adoption [20]. This study is conducted in Finland;

however, not every region globally may afford the necessary investments.

2.7.1 Unreal Engine

Unreal Engine, a comprehensive tool developed by Epic Games 1, facilitates the cre-

ation of interactive digital and virtual experiences. Originating in 1998, it has evolved

into a competitive game engine widely utilized across diverse industries such as gaming

and entertainment. Unreal Engine is distinguished by its high-quality graphics, advanced

physics simulations, and real-time rendering capabilities, making it an invaluable resource

for developing video games, virtual reality (VR) experiences, and Mixed Reality (MR).

It supports a wide array of platforms, including desktops (Windows, Linux) and VR

headsets such as Hololens. Its intuitive Blueprint visual scripting system enables rapid

prototyping and development without extensive programming expertise, complemented

by a robust C++ API that empowers experienced developers to create highly customized

and optimized applications [21]. If you are interested in seeing how blueprints can be

programmed, refer to Figure 2.5. The widespread adoption and continuous innovation of

Unreal Engine underscore its pivotal role in modern digital content creation and interac-

tive media development [22].

2.7.2 Lidar Cameras

Lidar (Light Detection and Ranging) cameras are integral components of Mixed Reality

platforms, utilized to capture both the user and the surrounding environment for pro-

jection as holograms. These cameras employ laser technology to generate various types

of images: RGB for capturing scene colors akin to standard 2D images, depth for cre-

ating spatial depth and facilitating the generation of 3D digital objects. By emitting

laser pulses from a source and measuring their reflection time and speed, Lidar cameras

accurately determine distances. For this experiment, Intel RealSense Lidar cameras 2

1https://www.unrealengine.com/en-US
2https://www.techinsights.com/blog/inside-intel-realsense-l515-lidar-camera

https://www.unrealengine.com/en-US
https://www.techinsights.com/blog/inside-intel-realsense-l515-lidar-camera
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Figure 2.5: Blueprints and unreal engine [23]

were employed, known for their user-friendly text interface and straightforward configu-

ration settings tailored for application development. You can see how the interface and

configurations look in Figure 2.6.

2.7.3 Hololens headsets

Hololens, developed by Microsoft, serves the purpose of augmented reality (AR) and

mixed reality (MR). Unlike virtual reality (VR) headsets, Hololens does not entirely

transport users into a virtual environment; instead, it integrates virtual elements into the

real world. Operating on its own Windows Mixed Reality OS, Hololens features a suite

of hardware including microphones, laser sensors, 3D speakers, and high-quality cameras.

These components enable the headset to capture both user vision and the surrounding

environment, enhancing the mixed reality experience.
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Figure 2.6: Realsense camera image viewer [24]



3 Related Work

In this section, I review the literature relevant to my thesis, focusing on both technological

and scientific aspects. The discussed concepts and technologies include those employed

in my research as well as previous state-of-the-art methods and related technologies uti-

lized in earlier designs by the research group. In the 3.1 section, I review the Lidar Intel

RealSense camera and Hololens headsets that are used in the Mixed Reality setup. Sec-

tions 3.2 and 3.3 include related papers for the tasks involved in this research; speaker

identification and sentiment analysis towards immersion in education.

3.1 Technology

With an emphasis on their functional characteristics, operational methods, and perfor-

mance expectations, the paper "Intel RealSense Stereoscopic Depth Cameras" provides

a comprehensive review of Intel’s stereoscopic RGBD imaging systems. It examines the

optical properties and correlation algorithms utilized by these systems, illustrating their

impact on applications such as gesture recognition and 3D reconstruction. Specifically,

the study discusses the optical features, noise handling capabilities, and algorithmic per-

formance of the Intel RealSense R200 and D400 series cameras using standard datasets

like Middlebury. This detailed overview aids in understanding the practical limitations

and potential of these depth cameras [25].

An in-depth review of Microsoft HoloLens’s utilization in various industries from 2016

to 2020 is presented in the document "Review of Microsoft HoloLens Applications over the

Past Five Years." It examines 44 research articles to detail the applications of HoloLens

in fields such as industrial engineering, architecture, civil engineering, medical education,
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and surgical and medical aids. The study emphasizes the enhancement of visualization

methods and the utility of HoloLens across different sectors. This analysis provides sig-

nificant insights into the effectiveness and potential of HoloLens technology, highlighting

trends and the current state of research in a variety of industrial applications [26].

3.2 Immersion and Education

Speaking of sentiment analysis towards immersion, Ruíz Gándara África et al. conducted

a study in a title of the immersive Van Gogh exhibition [27]. They applied text mining,

emotion analysis, and sentiment analysis algorithms to identify the triggered cognitive

feature while using the virtual reality experience.

Emotion analysis can be used for accelerating the learning process. Learning process

can be challenging and instructors constantly look for ways to assess how students are

doing. Students will learn easier if they experience positive emotion instead of negative.

Applying sentiment analysis and monitoring emotions is one way to address this challenge

[28].

3.3 Speaker Identification Task

To improve speaker identification, a novel approach titled "Enhancing Speaker Diariza-

tion with Large Language Models: A Contextual Beam Search Approach" integrates large

language models (LLMs) with traditional acoustic-based speaker diarization systems.

This method leverages the contextual expertise of LLMs to refine speaker probabilities in

dialogue scenarios. By employing a beam search decoding process that combines both au-

ditory signals and lexical information from an LLM, the proposed approach significantly

enhances the accuracy of speaker diarization. The study demonstrates that incorporat-

ing LLMs can reduce diarization errors and improve the overall effectiveness of speaker

identification systems across various conversational contexts [29].



4 Study setup and Data collection

The study was designed by the research team, with careful consideration given to room

arrangement and game activities, taking into account the limitations of the technology.

Participation in both the study and interviews was voluntary.

4.1 Study setup

We compared two groups in the study. In the first group, the subjects interacted with

one another via TV displays as well as conventional cameras, microphones, and speakers.

They viewed each other as life-size images on the screen. In the second group, participants

saw each other as life-size holograms while wearing Microsoft Hololens 3D cameras and

communicating with one another. Within their groups, the subjects took part in the

study in pairs.

4.1.1 Setup preparation

With the use of our software, two rooms were linked. One of the students in room type A

wore a Hololens and had a 2D camera. For this student, the other pupil was a holographic

image. The students had access to a tablet with a shared whiteboard to draw. The tablet

is supported by a stand in the room, allowing the students to set it down when they are

acting out the role they have in the game.

A student in room type B was using a 3D camera to observe another student through

a large television screen. We used one A-type room and one B-type room per pair in the

study group (A–B). In the study’s control group (B-B), both of the students in the pair
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used a type B room.

Figure 4.1: A-B group and setup

4.1.2 Preparation of the study subjects

Before the study starts, subjects went through training sessions to get to know the tech-

nology, devices, and how to wear and use hololens. It is important that they know how

to use the whiteboard to draw and interact with the camera.

Very little emphasis was placed on the equipment being used. Instead of instructing

students to "test the system," the focus was on engaging in interaction with each other.

The goal of the test is to find the depth of students’ immersion in interaction with

each other, whether facilitated by technology or not. Therefore, we aim to preserve this

immersion by minimizing students’ awareness of the technology.

In advance 4-8 animals or animated characters which students were already familiar

with were prepared by printed photos of those.
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Figure 4.2: Hololens headset view

4.1.3 Study action

After the equipment was tested and prepared, the student pairs were placed in their

rooms. To be safe, in case of emergencies or unexpected surprises, such as a student

becoming upset or just expressing their desire to interrupt the test, the experiment was

monitored via one of the video feeds.

Both of the two pupils in each group were given four pictures initially. Each of

them had a turn. One student role-played, imitating the gestures and speech patterns

of the figures that were initially illustrated. After hearing and seeing explanations and

enactments, their partner drew on the board and tried to figure out what was shown in

the drawing. After that, they reversed roles, with one child acting out scenes and the

other guessing and drawing. The examiners entered the room and ended the play after

ten minutes of this procedure.

• Study group (A–B)
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Students in room type B were initially given four photographs, and their task

was to describe each one while mimicking the gestures and speech patterns of the

characters. This student can watch what a student in room type A is doing in real

time on a TV screen and there is a tablet screen that displays what the student is

drawing on their whiteboard. Depending on what they perceive, this student then

makes adjustments and cues a novelty in a timely manner.

Following the actions and descriptions of the students in room type B, students in

room type A who were wearing Hololens also received four photos at the start of

the activity. Based on their guesses, they sketched animated characters or animals

on a digital whiteboard.

In the beginning, four photos were given to each student simultaneously. Students

in this group advance to the next photo if they correctly guess the first one, and

so on. Each couple had five minutes. Five minutes later, the two pupils’ roles were

reversed.

Students in room type A who were wearing Hololens placed the whiteboard down

in their hands, took another set of photos (which were different from the first set),

and repeated the previous students’ activities from room type B.

Based on the TV screen’s descriptions and actions of the students in room type A,

students in room type B guesses the names of animated characters or animals to

draw on a digital whiteboard.

• Control group(B1–B2)

Students in room type B1, which was chosen at random, were given four photos and

asked to describe each one while mirroring the gestures and facial expressions of the

characters. This student had access to a shared whiteboard where they could view

what another student in room type B2 was sketching in real-time, as well as the

activities of the other student on a TV screen. Depending on what they perceive,

this student then makes adjustments and cues a novelty in a timely manner.

On a digital whiteboard in room type B2, students made guesses about animated
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creatures or animals based on the descriptions and behaviors of other students in

room type B1.

In the beginning, four photos were given to each student simultaneously. Five

minutes later, the two students’ roles were reversed.

4.2 Data collection

We recorded the video and audio feeds from all the devices. One challenge during setup

was that both the Lidar cameras and Hololens headsets use lasers, which cannot operate

in the same space without interfering with each other. To avoid this issue, we turned

off the laser and deep image capturing features on the Lidar cameras when using them

alongside the Hololens, resulting in the capture of simple 2D videos instead. Additionally,

the Hololens headsets have cameras that recorded the experience.

The Hololens headsets have cameras that capture what the wearer sees, while the Lidar

cameras record what the other person sees on the opposite side. Moreover, as a backup

plan, we positioned a camera to capture the entire room and the overall experience.

For the control group, the communication platform was Zoom, so Lidar cameras with

2D video capturing were used and the footage was transferred through the platform. To

capture the experience, the video call was recorded on the university server 1.

Hololens headsets have microphones and speakers that work very well. However, for

the participants using Lidar cameras, portable microphones were provided. Additionally,

monitors had speakers for participants to hear the other party.

We also conducted a survey and interview with the subjects. The setup was designed

to be simple and cozy so that interviewees felt welcomed and relaxed. A camera captured

the whole conversation from a few meters away, and to ensure better voice quality for

speech recognition tools, a microphone was set up at a central location within the group.

This material is saved on the University of Turku’s Seafile storage. All the videos

were edited and trimmed later for use in the study. For NLP processes, the video files

1https://utu.zoom.us/

https://utu.zoom.us/
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(a) B1

(b) B2

Figure 4.3: B-B group and setup

were converted to audio files.



5 Data Processing and Tools

In this chapter, we will delve into the data flow and processing. Our objective is to

generate English transcriptions from experimental videos originally in Finnish. We will

thoroughly examine the decision-making process behind tool selection and usage.

5.1 Data policy

The original study materials are exclusively stored on the University of Turku Seafile

service, with restricted access solely for the researchers involved in this study. The data

will be removed after the study ends, and at the maximum, within 5 years. The ma-

terials will not be shared with anyone, including school students, teachers, and parents.

Throughout the duration of the study, the materials will remain within Europe and will

not be uploaded to any servers outside of this region.

5.2 Initial Data: Videos

The original material comprises multiple 10-minute videos. The study involved 5 pairs,

with 3 pairs designated as the control group. Videos for the study pairs were recorded

separately, whereas for the control groups, there is a single video for both. Additionally,

following the experiment, four group interviews, each lasting 30 minutes, were conducted.

In total, there were 17 files and a combined 250 minutes of data in Finnish. These

materials are exclusively stored on the University of Turku Seafile service, with restricted

access solely for the researchers involved in this study.
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5.3 Speech to text

To utilize speech-to-text tools, we initially converted the experiment’s videos to .wav

files. This conversion was conducted using ffmpeg command lines via the Linux terminal,

ensuring the preservation of sample rates and other acoustic features. Similarly, interview

audio files, originally in .m4a format, were transformed to .wav using the same process.

To generate transcriptions from the audio files, we opted to utilize business tools.

Among the various options available, three services showed promising potential: Google

Cloud1, Amazon Transcription2, and Alto ASR3. While the former two have their own

platforms, Alto ASR was accessed through CSC Puhti servers by importing the necessary

modules. To assess the efficacy of these tools, I employed last year’s study manual

transcripts as a reference and calculated the Character Error Rate (CER) for each tool.

However, Alto ASR’s output was limited due to inadequate speech recognition, rendering

it unsuitable for use. For Amazon Transcription, the CER value was 0.29, while for Google

Cloud, it was 0.24. Providing further granularity, Google’s CER for group discussions

was approximately 0.31, whereas for conversations between two individuals, it was 0.17.

Services’ servers were chosen to be in Europe; Finland for Alto ASR, Ireland for amazon,

and Sweden for Google.

Speech-to-Text Tool Character Error Rate (CER)
Amazon Transcription 0.29
Google Cloud 0.24
Google Cloud (Group Discussions) 0.31
Google Cloud (Two-Person Conversations) 0.175
GPT-3.5 0.18
GPT-4 0.178

Table 5.1: Character Error Rates (CER) for Speech-to-Text Tools

Regarding the considerations in Table 5.1, transcription tools tend to perform bet-

ter with two-person conversations compared to group discussions. Additionally, group

discussions involve both children and adults, whereas the two-person conversations in-

1https://cloud.google.com/speech-to-text?hl=en
2https://aws.amazon.com/transcribe/
3https://www.kielipankki.fi/tuki/aalto-asr-automaattinen-puheentunnistin/

https://cloud.google.com/speech-to-text?hl=en
https://aws.amazon.com/transcribe/
https://www.kielipankki.fi/tuki/aalto-asr-automaattinen-puheentunnistin/
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volve only adults. Consequently, we anticipate more challenging results from this year’s

experiment (CS2).

5.4 Text processing and translation

The output of the Google Cloud transcription service often included spoken language

and occasional corruption (e.g., audio content was not detectable while children were

moving intensely), potentially impacting the quality of the translation from Finnish to

English. To address this issue, we employed both GPT-3.54 and GPT-45 models. Con-

textual descriptions were provided to both models to enhance their understanding of the

transcription (See figure 5.1). Generally, the GPT-3.5 model primarily attempted to rec-

tify syntactic issues, whereas the GPT-4 model’s efforts resulted in more extensive edits

based on the context provided. I evaluated the results using Character Error Rate (CER)

values for both models’ outputs. The CER for GPT-3.5 remained largely consistent, with

a minor decrease in the third digit observed for two-person conversations, while for GPT-

4, it increased to 0.18. However, we retained both sets of data as each model’s distinct

features—adherence to the original text versus contextual editing—may prove beneficial

in translations.

For translations, the DeepL6 platform and the GPT-4 API were used. DeepL has

a user-friendly website for uploading files, while the GPT-4 API is accessible through

Python. For the GPT-4 model, the context of the experiment and the file were provided.

5.5 Data annotation

As previously noted, multiple data versions were available for this study. We selected

one English version and one Finnish version to commence our work. The English version

represents the output of GPT-4, while the Finnish version is the initial output of Google

4https://platform.openai.com/docs/models/gpt-3-5-turbo
5https://platform.openai.com/docs/models/gpt-4-turbo-and-gpt-4
6https://www.deepl.com/translator

https://platform.openai.com/docs/models/gpt-3-5-turbo
https://platform.openai.com/docs/models/gpt-4-turbo-and-gpt-4
https://www.deepl.com/translator
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Figure 5.1: Prompting GPT4 using open AI’s API

Transcribe.

Annotation was carried out by three individuals, including two Finnish speakers and

one English speaker.

5.5.1 Guidelines

In this study we had two types of annotations.

1. Speaker Marking: One of the annotation tasks was to mark which dialogue belongs

to whom (S1 and S2)

2. The second task of annotation was to label each sentence by an emotion.

Robert Plutchik categorized emotions into eight primary categories, evenly split

between positive and negative. These emotions are viewed as opposites, which is

evident in secondary emotions such as joy contrasting with sadness, surprise with

anticipation, trust with disgust, and anger with fear. Plutchik provided detailed

explanations for each emotion, further dividing them into subgroups and organizing

them in a wheel-shaped model, considering them as secondary and tertiary emo-

tions. He also observed that the intensity of an emotion is strongest at the center

of the wheel and diminishes as one moves away from the center [30]. For a better

understanding, please refer to Figure 5.2.

Here are the definitions of the emotions for labeling:



5.5 DATA ANNOTATION 31

Figure 5.2: Plutchik’s wheel of emotions. Source: [31]

"Joy: A feeling of happiness, pleasure, or delight. It’s characterized by a sense of

contentment and positive emotion.

Sadness: A state of feeling sorrowful, unhappy, or despondent. It often involves a

sense of loss or disappointment.

Anger: An intense emotional response often triggered by a perceived threat, injus-

tice, or frustration. It involves feelings of hostility, irritation, or rage.

Fear: An emotional reaction to a perceived threat, danger, or harm. It triggers a

sense of apprehension, nervousness, or anxiety.

Surprise: A sudden and unexpected emotional reaction to something unexpected

or unfamiliar. It involves feelings of astonishment, amazement, or disbelief.
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Disgust: A strong aversion or revulsion towards something unpleasant, offensive, or

repulsive. It triggers feelings of nausea, repugnance, or contempt.

Trust: A positive emotional response characterized by confidence, reliance, or belief

in someone or something. It involves feelings of security, faith, or dependence.

Anticipation: An emotion associated with looking forward to or expecting some-

thing in the future. It involves feelings of excitement, eagerness, or anticipation."[32]

5.5.2 Tools

We utilized the Doccano7 platform for annotation. By enabling the sequence modeling

mode with overlapping labeling, we were able to annotate both the speaker and emotions

simultaneously, enhancing the depth of our analysis. For a clearer understanding of

Doccano and it’s features, refer to Figure 5.3.

Figure 5.3: Doccano environment and features

7https://doccano.github.io/doccano/

https://doccano.github.io/doccano/


6 Presentation of findings

In this chapter, we present the findings derived from data annotated by both human

analysts and artificial intelligence systems. Furthermore, we aim to extract more complex

insights from these foundational observations.

6.1 Annotation analysis

First, let’s briefly examine the resources required for this annotation task.

Annotator Time spent
English Speaker 16 hours
Finnish Speaker1 8 hours
Finnish Speaker2 8 hours
GPT4 8 minutes
GPT3 3 minutes

Table 6.1: Time spent by each annotator

Moreover, according to InfoFinland 1, the median minimum wage is €9.16 per hour.

GPT-4-turbo costs $0.01 per 1000 characters of input (prompt) and $0.03 per 1000 char-

acters of output. In a paid study, using humans annotators incurs higher costs and

requires more time to produce results.

6.1.1 Visualization

The first step for every data analyst in a project is to plot and visualize the existing

data to gain a meaningful understanding. These observations can provide insights into

1https://www.infofinland.fi/en/work-and-enterprise/during-employment/
wages-and-working-hours

https://www.infofinland.fi/en/work-and-enterprise/during-employment/wages-and-working-hours
https://www.infofinland.fi/en/work-and-enterprise/during-employment/wages-and-working-hours
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how annotations are conducted and what to expect, although they may not always be

accurate due to using the number of labels used in the plotted graphs. In subsequent

steps, token-level labels are employed, providing a more reliable basis for assessment.

One approach to gaining a deeper understanding of the data and assessing its quality

is through visualization. By visualizing the data, we can identify correlations and rela-

tionships between various categories and data types. In this context, we will examine

the distribution of labels across different tasks and evaluate the extent of overlap among

different annotators.

Figure 6.1: distribution of speaker marking in dialogues by human

Figure 6.1, we compare human annotation results with the actual annotations. The

data used by the English-speaking individual had been previously edited and translated

by GPT-4. As indicated by the graph, despite the original language of the experiment

being Finnish, the English speaker’s annotations has more overlap with the original an-

notations. Among the two Finnish speakers, the one involved in the experiment shows

greater overlap, suggesting that the context of the experiment was challenging to grasp

for those not directly involved.

Among all annotators, Finnish Speaker 2, who was not involved in the experiment

execution days, stated that the complexity of the concept and text without video and
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Figure 6.2: Speaker switch task

audio made it difficult to understand which speaker was talking. In Figure 6.2, it can

be seen that none of the annotators closely matched the original annotations, indicating

that the task was too complex.

Figure 6.3: distribution of speaker marking in dialogues by models

In Figure 6.3, we compare the data edited by the GPT-3 model with that edited by

the GPT-4 model, both of which have been annotated by GPT-4. The results indicate

that both models yield similar outcomes.
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Comparing these two figures, it can be concluded that the combination of GPT models

and human input yields more competitive results than either human-only or AI-only

annotations. Even when the annotator does not speak the original language, AI assistance

can produce results that surpass those of native speakers. Additionally, despite GPT-4

being generally recognized as significantly more advanced than GPT-3, in this complex

task, their performance statistics and outcomes are quite similar.

negative emotions 705

positive emotions 2244

400 800 1200 1600 2000

Figure 6.4: positive and negative emotions distribution

Figure 6.5: distribution of emotions among human annotations

To derive meaningful conclusions from the experiment, it is essential for annotators

to achieve agreement in their annotations, which can then be compared with AI model
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outputs. Given that the original language of the experiment is Finnish, the researchers

expected that the highest quality annotations would be produced by native Finnish speak-

ers. Contrary to these expectations, Figure 6.5 illustrates that the emotion distributions

annotated by the English-speaking annotator and Finnish Speaker 1 have more overlap

than those of Finnish Speaker 1 and Finnish Speaker 2. This difference is likely due to the

involvement of the English-speaking annotator and Finnish Speaker 1 in the experiment’s

executive team, whereas Finnish Speaker 2 did not participate in CS2 execution days.

Despite these differences, all human annotators have mostly labeled the text with

positive emotions rather than negative ones. Figure 6.4 also supports this idea.

Figure 6.6: distribution of emotions among all annotations

In 6.6, by adding GPT4 model annotations to the distribution graph, more negative

emotions can be seen. Also it seems like the model keeps overlaps with all annotators. It

is expected to see have more overlapping emotions for this language model in the text,

as the number of emotions and the area covered by its graph is larger.

Integrating GPT-4 model annotations into the distribution graph reveals a greater

presence of negative emotions. Moreover, the model consistently overlaps with all anno-

tators. Given the larger number of emotions and the expanded area covered by its graph,
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it is anticipated that this language model would exhibit more overlapping emotions in

the text.

Figure 6.7: distribution of emotions in MR platform

The distribution of emotions is compared between two different platforms, Zoom and

MR, as shown in Figures 6.7 and 6.8. Interestingly, the distribution for Zoom shows a

higher prevalence of positive emotions, whereas MR exhibits a comparable amount of

negative emotions.

6.2 Annotation agreement

After annotating a data set, the quality of the annotations need to be assessed. Besides

visualization, one of the techniques for this assessment is using agreement metrics. As

it was previously discussed 2.6, I am calculating fleiss kappa metric using python and

statsmodels library among annotators for different tasks.

Let’s take a look at them in table 6.2. In table 6.2, the speaker switch task has been

evaluated based on interviews. This task specifically involves annotating each sentence

with either ’interviewer’ or ’interviewee’ labels. The observed high level of agreement
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Figure 6.8: distribution of emotions in Zoom platform

Annotator 1 Annotator 2 Fleiss kappa
English Speaker Finnish Speaker1 0.55
Finnish Speaker1 Finnish Speaker2 0.856
English Speaker Actual switches 0.58
Finnish Speaker2 Actual switches 0.810
GPT-4 Actual switches 0.8130
GPT-3.5 Actual switches 0.8133

Table 6.2: Annotation agreement for speaker switch task in interviews

among Finnish speakers suggests that the annotations are of sufficient quality for com-

parative analysis. This reinforces the trustworthiness of human annotations in this study.

On the other hand, the agreement between English speakers and actual switches is

moderate. This comparison with Finnish speaker annotations suggests that some infor-

mation and data may have been lost or altered during translation. Further discussion on

this topic can be found in Section 6.4.

The substantial agreement between language models and actual language switches

further supports their efficacy in annotating for this classification task. It is noteworthy

that despite being provided only with the concept and the English version of the exper-

iment, language models performed better than the English-speaking annotator and as



6.2 ANNOTATION AGREEMENT 40

well as a Finnish speaker who had no prior involvement in the experiment.

Annotator 1 Annotator 2 Fleiss kappa
English Speaker Finnish Speaker1 0.59
English Speaker Actual switches 0.58
Finnish Speaker1 Actual switches 0.78
GPT-4 Actual switches 0.8106
GPT-3.5 Actual switches 0.8109

Table 6.3: Annotation agreement for speaker switch task in experiments

Let’s take a look at a more complex task, with the same criteria. In Table 6.3, the

same annotators evaluated the data from the experiment days, attempting to identify

whether dialogues belonged to speaker 1, speaker 2, or the instructor. Among these

annotators, Finnish speaker 2, who was not involved in the preparation or execution of the

experiment, expressed difficulty in comprehending the task. Therefore, their annotations

are not included in the table.

Table 6.3 also indicates that the information provided may not have been adequate

or valid for the English speaker to annotate accurately. Specifically, the relatively low

agreement level between the English speaker and actual language switches indicates that

some information in the text and context may have been missed. In contrast, the Finnish

speaker, who had access to the original data, shows a higher agreement with the actual

language switches.

Language models excel in this task, surpassing humans despite accessing English data

only, even though the task was more challenging.

Annotator 1 Annotator 2 Fleiss kappa
English Speaker Finnish Speaker1 0.55
Finnish Speaker1 Finnish Speaker2 0.84
GPT-4 Finnish Speaker1 0.52
GPT-4 English Speaker 0.66
GPT-3.5 Finnish Speaker1 0.845
GPT-3.5 Finnish Speaker2 0.897

Table 6.4: Annotation agreement for Plutchik’s Wheel of Emotions task

Annotation of human emotions is highly challenging due to the difficulty in achieving

agreement among humans. This study extends this challenge by involving language
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models in the annotation process. Table 6.4 shows strong agreement among Finnish

speakers. It’s important to note that Finnish speaker 2, who did not participate in the

experiment, annotated only 10% of the text due to a lack of familiarity with the content.

On the other hand, agreement among other annotators is not very high. As previously

discussed, translating the text from Finnish to English may result in information loss. It

is noteworthy that while language models excelled in the speaker switch marking task,

detecting human emotions and achieving agreement with humans themselves appears to

be significantly more challenging.

Remarkably, the GPT-3.5 model demonstrates high agreement with Finnish speakers.

From my observations, it appears that GPT-3 had fewer annotations compared to GPT-4,

suggesting a reduction in false positives.

Figure 6.9: distribution of emotions between highest agreements

Following the notable results presented in Table 6.4, my curiosity was piqued regarding

the distribution of emotions among annotators with high agreement levels (also see Tables

6.3, 6.2, and 2.2). Figure 6.9 illustrates that the number of annotations in GPT-3 is

relatively low, precluding definitive conclusions or insights.
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6.3 Sentiment analysis

sentimentTowardsImmersion =
positiveEmotions

positiveEmotions+ negativeEmotions
(6.1)

Let’s take a look at Formula 6.1. This equation helps us determine the direction of

emotions. I calculate this equation for each annotator, as well as a total one, to drive an

explanation.

Annotator Sentiment towards immersion
English Speaker 0.78
Finnish Speaker1 0.75
Finnish Speaker2 0.85
GPT-3.5 0.68
GPT-4 0.69
Total 0.74

Table 6.5: Sentiment analysis table for each annotator

Despite differences among annotators, sentiment towards immersion is consistently

positive across each individual and collectively. Although Finnish speaker 2 exhibited

more negative emotions compared to the other human annotators (see Figure 6.5) the

highest rate in 6.5 belongs to Finnish speaker 2. The GPT-4 language model showed the

lowest rate of negative emotions, which aligns with expectations given the distribution

graph (Figure 6.6) indicating more negative emotions overall.

Annotator MR Sentiment towards immersion
English Speaker 0.80
Finnish Speaker1 0.67
Finnish Speaker2 0.90
GPT-4 0.64
GPT-3.5 0.64
Total 0.75

Table 6.6: Sentiment analysis table for MR platform

In Table 6.6 and 6.7, all numbers indicate that both technologies are considered immer-

sive by annotators. However, when comparing Table 6.6 and 6.7, unexpectedly, sentiment

analysis towards immersion shows higher numbers for the Zoom platform compared to

MR. The essence of MR lies in its ability to offer enhanced immersion for users, and

losing to a 2D platform like Zoom is not the outcome we anticipated.
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Annotator Zoom Sentiment towards immersion
English Speaker 0.78
Finnish Speaker1 0.76
Finnish Speaker2 0.90
GPT-4 0.82
GPT-3.5 0.69
Total 0.80

Table 6.7: Sentiment analysis table for Zoom platform

6.4 Observations

In this section, I present notes that I collected while analyzing the data. By examining

the transcripts, listening to the audio, and watching the videos, it becomes evident that

adult voices are recognized more accurately than children’s voices. This was anticipated,

as discussed previously in Table 5.1.

Although GPT models proved highly beneficial for editing corrupted text and trans-

lating from Finnish to English, they also presented certain challenges. Let us examine

some examples. The model relies on preceding and subsequent dialogues for translating

and editing. This approach occasionally results in the removal or alteration of certain

words or phrases, thereby causing a loss of meaning.

In Figure 6.10, paragraph 68 should end with a question, but instead, the concept is

combined with the next paragraph and its question. This makes it hard for the English

speaker annotator to extract the exact original labels because there will be fewer of them.

Not only does this affect the number of annotations, but it also sometimes affects the

number of each label. In Figure 6.11, the interviewee, Elina, says they do not use video

calls much, just with their friends mostly, and the interviewer says "me neither." However,

with GPT editing and translation, it looks like a single dialogue from the interviewer.

6.5 Challenges

Annotating human emotions and guessing who is talking only based on the text is super

challenging for everyone. Something that were even more challenging during this study

was to understand every annotators understanding of the data and trying to create a
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(a) Translation by GPT4

(b) Google transcription

Figure 6.10: Google transcription and GPT translation
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(a) Translation by GPT4

(b) Google transcription

Figure 6.11: Effect of Google transcription and GPT translation on annotation

measurement base for charts and graphs.

Some examples:

1. Even though labels were established prior to starting the annotation project, one

annotator did not use ’interviewee’ at all; instead, they used ’Speaker 1’. Having

to gather data from both the interviewee and experiment databases, I spent a

considerable amount of time cleaning the database.

2. Another annotator found the task of marking speakers difficult and simply marked

where a switch occurred without identifying whose turn it was.

3. Various forms of the same label were used, necessitating additional processing:

’Speaker 1’, ’S1’, ’speaker1’, ’speaker 1’.

Despite these challenges, tackling a complex task led me to employ language models

at various stages to enhance efficiency. Each stage involved processing data in chunks,

with tailored and detailed prompts specific to each model, segmented by experiments and

interviews.

Since I spent considerable time on preprocessing and prompting, although I cannot

include them in this thesis, the codes related to annotation tasks, scripts, and other
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preprocessing tools used for this study are available on my GitHub repository 2. To have

an understanding of the thesis’s GitHub page, refer to Figure 6.12.

Figure 6.12: An overview of the thesis’s GitHub page

2https://github.com/maryamteimouri/Thesis-SentimentAnalysis

https://github.com/maryamteimouri/Thesis-SentimentAnalysis


7 Discussion

This research was guided by research questions introduced in Chapter 1. After exploring

this topic across six chapters, the time has come to address these research questions.

1. The Role of Transcription: Competitive business products in the market excel

in transcription (see Table 5.1). However, their effectiveness depends on specific

conditions such as conversations involving two speakers and superior voice detection

capabilities for adults. Annotations mostly feature interviewer labels with limited

contributions from interviewee responses.

Figure 7.1: Lack of children answers in transcriptions

With these challenges in mind, the agreement between language models and Finnish

speakers regarding speaker detection annotations was high, indicating that the

retained information from the text is usable and the concept is understandable.
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Therefore, transcription plays a crucial role in reducing data loss. Moreover, lever-

aging transcription tools can potentially overcome barriers, such as having a non-

Finnish speaker working with Finnish data by transcribing and then translating.

2. Impact of Translation on Analysis: The English-speaking participant who analyzed

translated data achieved the lowest scores in speaker identification tasks. However,

language models (GPT-4 and GPT-3) fed on translated text showed high accuracy

in identifying actual speaker switches. This suggests that while translation may

result in some data loss, such loss can be compensated for by leveraging prior

knowledge of the original language and literature.

For studying bilingual or multilingual communication in digital settings, conducting

reliable studies is feasible with the assistance of sophisticated tools such as large

language models.

3. Effectiveness of Automatic Tools: According to Tables 5.1, 6.3, and 6.2, all auto-

matic tools demonstrate effectiveness, but their efficacy can be further enhanced by

optimizing the environment. For instance, Character Error Rate (CER) is lower in

sessions with only two speakers and performs better with adult voices compared to

children’s voices. Similarly, speaker identification tasks are more straightforward

for models in interviews due to similar reasons compared to experiments.

4. Identification of Communication Contexts and Speakers: In this study, the testing

of this ability was pushed to the limit of human performance, and large language

models performed as well as a Finnish speaker and better than an English speaker.

For instance, in interviews, the task was simplified to identifying only the inter-

viewer and interviewee. However, for more complex tasks such as distinguishing

between multiple interviewees based solely on audio, additional contextual infor-

mation like video or audio cues becomes necessary. Identifying the exact speaker

remains challenging for humans and Finnish speakers relying solely on transcription.

5. Differences Between Mixed Reality and Zoom Interactions: Based on the numbers,

both Zoom and MR technology provide immersive experiences, but Zoom shows a
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5% higher effectiveness. This suggests that MR technology may not yet be fully

developed, a concern raised by researchers in our group. However, detecting hu-

man emotions is a complex task even for humans, and apart from Finnish speakers,

agreement levels were not high. This indicates that communication patterns and

linguistic features are sensitive to their original language, and even with a large

repository of information like GPT, the task remains highly complex and challeng-

ing.

Although considerable effort was made to analyze and draw conclusions, it is evident

that additional varied experiments are necessary to strengthen the findings. This

study represents a single and designed experiment.



8 Conclusion

Every beginning has an end, and to conclude this research and thesis, the information

within this document will be utilized. First, let us examine the bag of words of this

document as presented on Figure 8.1.

Figure 8.1: Bag of words for the document

Every day, new technologies emerge thanks to the internet and advanced gadgets and

vehicles. However, it is more important to learn how, when, and where to use these

technologies, and often, to figure out which technology is best for a given situation. To

achieve this, we must first assess the available tools and technologies. Then, we should

test these tools in various situations to determine their suitability.

With the advancement of the hardware industry, we now have faster internet and

more powerful computers, all while devices become smaller in size. Smart gadgets are

highly capable in terms of computation and user-friendly. Additionally, the rapid release
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of various AI models is facilitated by robust and efficient infrastructure. Leading this

progress are large language models and mixed reality equipment, which are becoming

trends in entertainment, education, and healthcare.

In this chapter, I will present the results and conclusions from assessing various AI

models and their suitability for different tasks in analyzing mixed reality immersion in

education. Specifically, I will evaluate whether these models can make the impossible

possible or simply enhance efficiency and ease of use. Additionally, if the models prove

to be beneficial, I will explore the sentiment analysis regarding immersion on the mixed

reality platform.

8.1 AI tools assessment

Unlike the expectations, GPT-4 did not make a significant difference in the tasks (the

translation capability of the model was not assessed). GPT-3 and GPT-4 had similar

Character Error Rates (CER) in editing transcription text (see Table 5.1). In the speaker

identification task, the agreement rates were very close (see Tables 6.2 and 6.3). In the

emotion annotation task, although GPT-4 had more annotations than GPT-3 (see Figure

6.9) , the number of false positives in agreement was high.

Both GPT-3 and GPT-4 performed remarkably well in speaker identification, espe-

cially considering the availability of the English version of the text, so translation infor-

mation loss is not a concern. However, in the emotion detection task, both models were

inefficient. Since translation was not assessed in this study, it is unclear whether this

inefficiency is due to translation issues or the models’ lack of understanding of human

emotions.

This research, originally conducted in Finnish, involved an English speaker working

on the project. The English speaker did not achieve high annotation agreement in the

speaker identification and emotion annotation tasks. However, the agreement numbers

indicate a level of consistency between the English speaker and the other annotators.

Considering that without LLMs this task would have been impossible for the English
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speaker, and given the observed level of agreement, it suggests that AI has made what

was previously impossible, possible.

8.2 Sentiment analysis towards immersion

Based on the data presented in Table 6.5, the overall experiment and design were both

engaging and immersive. However, the metrics in Table 6.6 indicate that while the Mixed

Reality (MR) experience was immersive, it did not meet expectations. Furthermore, as

shown in Table 6.7, the total sentiment scores and the scores from all annotators, except

for the English Speaker annotator, are slightly higher for the Zoom platform.

Overall, these findings suggest that, for this particular experiment and design, the

MR platform did not significantly enhance immersion. In contrast, the Zoom platform

was not only more immersive but also more cost-effective and easier to use.



9 Future Work

Uncertainty about the future is inevitable, yet preparation is crucial for effective adap-

tation. Preparation necessitates planning. Although the scope of this topic provides

adequate potential and data for evaluation, the constraints of a master’s thesis timeline

limit exhaustive exploration. Nonetheless, ongoing technological advancements and re-

search expansion continuously redefine possibilities. Throughout this study, numerous

new technologies emerged, potentially altering established frameworks and generating

diverse scenarios.

This research suggests multiple avenues for future exploration, each warranting indi-

vidual consideration and detailed elaboration.

• Comprehensive data exploration: At the outset of this research, various types of

data were collected, but not all were utilized in this study (see Figure 9.1). For

future work, it would be wiser and more sustainable to thoroughly analyze the

existing data and derive additional conclusions before altering the experimental

design.

• Data collection planning: The study employed specific technologies and addressed

specific research questions. All technologies used were novel, making it challeng-

ing to gather additional data to ensure the validity of measurements and numbers.

Furthermore, this experiment and research constituted Case Study 2 of the broader

investigation into immersion in mixed reality. However, Case Study 1 had a differ-

ent design, rendering its data unusable. Therefore, for projects aiming to address

research questions involving large language models, careful planning for data col-

lection becomes essential.
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Figure 9.1: Used data in data flow

• Technology: This experiment utilized Unreal Engine versions 4.27, 4.27.1, 4.27.2,

and 4.28, each incorporating incremental improvements aimed at enhancing relia-

bility and user experience. Additionally, Unreal Engine 5.1, 5.2, and 5.3 introduced

advanced features such as Nanite virtualized geometry and Lumen global illumina-

tion, significantly elevating graphical fidelity and engine performance 1.

This research utilized GPT-3 Turbo and GPT-4 for annotation, editing, and trans-

lations. Additionally, there are other models available for text processing within

this setup, such as GPT-3, GPT-4O, Gemini, and LLAMA3.

1https://www.unrealengine.com/en-US

https://www.unrealengine.com/en-US
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• Machine learning models: While numerous large language models exist today, not

all data from interviews and experiments can be effectively extracted from text only

data. The use of other models, such as Convolutional Neural Networks (CNNs) for

processing images or videos, presents exciting opportunities. Moreover, various

models for motion extraction and skeleton detection enable the analysis of posture

and related emotions. With current computational capabilities, it is feasible to

implement multimodal structures and utilize multiple models simultaneously.

With the release of GPT-4O, there is now the capability to integrate transcription,

translation, and annotation tasks into a unified model and interface. However, from

the findings of this experiment, it appears that Large Language Models (LLMs)

may perform better when tasks are divided into smaller steps. Therefore, this

observation also warrants further investigation.

• Tasks performed by Large Language Models (LLMs): This study assessed the ca-

pabilities of LLMs in emotion annotation, text editing, and speaker identification

(text only). However, certain tasks, such as translation, were not considered in this

study.

• Setup: This experiment was primarily designed to analyze visual features rather

than being specifically tailored for text and Large Language Models (LLMs). Im-

proving the setup could involve using higher quality microphones or adjusting their

placement to ensure effective recording during children’s activities, minimizing the

need for them to move far from the microphone. Additionally, transcription tools

encountered difficulties with children’s voices due to their datasets being predom-

inantly composed of adult voices. Therefore, evaluating these tools with a target

group of a higher age range might facilitate more accurate assessments.

Additionally, more interactive features could have been utilized in this experiment.

Currently, children were only connected through microphones and cameras to draw

on shared screens. In the mixed reality platform, there exists a movable 3D Canvas

that could have been integrated. Moreover, a web interface was designed to send
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emoji 2D textures to each pair, aiding in emotion analysis; however, these features

were not utilized in the study. For a clearer understanding of this feature, refer to

9.2.

Figure 9.2: An overview of the interaction page
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Appendix A Command lines

1 ffmpeg -i file.mp4 ../ path/file.wav

2 ffmpeg -ss 02:15 -to 02:25 -i file.wav new_file.wav

Listing A.1: ffmpeg - creating audio and trimming

1 find *.wav | sed 's:\:\\\:g'| sed 's/^/ file/' > fl.txt; ffmpeg -f

concat -i fl.txt -c copy output.wav; rm fl.txt

Listing A.2: ffmpeg - concatenating existing files for online services



Appendix B Python codes

1 from jiwer import cer

2 import numpy as np

3 import docx2txt

4

5 reference = docx2txt.process("Case study 1 interviews.docx")

6 f = open("Amazon_transcrip_CS1.txt", 'r')

7 amazon_hypothesis = f.read()

8

9 error = cer(reference , amazon_hypothesis)

10 print("Amazon Error: " , error)

Listing B.1: CER assessment

1 from openai import OpenAI

2 client = OpenAI(api_key='####')

3

4 gpt_prompt = """

5 Hi , I have a text which is the auto -transcription of an interview in

Finnish.

6 The interview happens between an adult and a few kids.

7 They are talking about an experiment they did last week ,

8 which included playing games on zoom or on a VR platform.

9 The text looks fine , but it needs some editing.

10 Please correct those parts in the text for me and print

11 the entire text with the corrections made.

12 Ensure that any corrections blend seamlessly with the

13 original content , preserving the overall structure and timestamps.

14 Do not introduce any extra outputs , it is a must.
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15 Here is the text:\n\n"""

16

17 def process_file_in_chunks(file_path , chunk_size):

18 """ Process the file in chunks with a specified size."""

19 output = ""

20 try:

21 with open(file_path , 'r', encoding='utf -8') as file:

22 file_content = file.readlines ()

23

24 # Process in chunks

25 for i in range(0, len(file_content), chunk_size):

26 chunk = "".join(file_content[i:i+chunk_size ])

27 # Define process_chunk to use the API

28 processed_chunk = process_chunk(chunk)

29 output += processed_chunk

30

31 except Exception as e:

32 print(f"An error occurred: {e}")

33

34 return output

35

36 def process_chunk(chunk_text):

37 """ Process a single chunk of text. Implement API calling and

response handling here."""

38 # This function is a placeholder

39 #for where you would make the API call.

40 processed_text = ""

41 stream = client.chat.completions.create(

42 model="gpt -4",

43 messages =[{"role": "user", "content":f"{gpt_prompt }{

chunk_text}"}],

44 stream=True ,

45 )

46 for chunk in stream:

47 if chunk.choices [0]. delta.content is not None:
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48 processed_text += chunk.choices [0]. delta.content

49 return processed_text

50

51 file_paths = ['2_interview.srt', '3_interview.srt', '1_interview.srt',

'4_interview.srt']

52 chunk_size = 100

53 for path in file_paths:

54 # Adjust chunk_size as needed

55 output = process_file_in_chunks(path , chunk_size)

56 with open(f"corrected_{path}", 'w', encoding='utf -8') as file:

57 file.write(output)

Listing B.2: GPT chat API
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