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Given the central role that scientific innovation and technological advancements play in driving 
social changes and economic developments, it is essential to understand how to leverage the ben-
efits of innovations effectively within the context of corporate foresight. 

The rapid advancements in artificial intelligence (AI) technologies have generated substantial in-
terest in exploring how these innovations can enhance various domains of human activity.  

In this regard, it is imperative for corporate foresight to capitalize on the potential benefits offered 
by AI while also carefully navigating the associated risks and challenges. 

Through the use of 10 semi-structured interviews thematised with qualitative content analysis, 
this thesis explores the multifaceted implications resulting from using artificial intelligence in 
corporate foresight. 

The results of this thesis reveal several key benefits associated with using AI in corporate fore-
sight. Specifically, the findings indicate that AI can facilitate enhanced data integration, improve 
the accuracy of analyses, increase productivity, enhance data visualization, and contribute to time 
savings. However, the study also highlights various limitations and challenges surrounding the 
adoption of AI in this context, including integration and adoption barriers, algorithmic limitations, 
resource constraints, and data dependencies. 

Furthermore, the research identifies potential risks when integrating AI into corporate foresight 
practices. These risks include the magnification of human cognitive biases, demographic biases, 
over-reliance on AI outputs, social risks, security risks, and ethical concerns. The expert inter-
views also suggest that the future of AI in corporate foresight may involve a spectrum of out-
comes, ranging from AI serving as a human assistant to potentially replacing human decision-
makers. 

The results of this study indicate that the use of AI in corporate foresight projects can have both 
short-term and long-term impacts. The theoretical implications of this research suggest that hu-
man intervention remains crucial, not only for practical necessity but also for establishing trust in 
AI, ensuring its healthy evolution, and delivering more reliable solutions to real-world problems. 
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Abstract in Persian 
 

  دانشگاه توركو، فنلاند   محل تحصيل:سمانه ابراهيم آبادي                            نام دانشجو:

  كارشناسي ارشد مقطع تحصيلي:                                      آينده پژوهينام رشته: 

  1هانا هينواستاد راهنما: 

  ي شركت  ينگار   ندهيدر آ  ياستفاده از هوش مصنوع  ياي خطرات و مزا  يبررسعنوان پايان نامه: 

  :چكيده

و    كننديم  فايا  يو توسعه اقتصاد  ياجتماع  راتييتغ  جاديدر ا  يفناور   يهاشرفتيو پ  يعلم  ي كه نوآور   يبا توجه به نقش محور 
به طور موثر از    تواني چگونه م  مياست كه بدان  يضرور   نگر،نده يآ  يهاي ها و استراتژ برنامه   ن يدر تدو  ير انگنده يآ  ياتيكاركرد ح

  استفاده كرد.    يشركت  يرا نگ   ندهيدر چارچوب آ ينوآور   ياي مزا

فناور  عيسر  يهاشرفت يپ مصنوع  يهاي در  توجه (AI) ي هوش  قابل  ا  يعلاقه  كشف  ا  نيبه    توانند ي م  هاي نوآور  ن يكه چگونه 
  روي است كه    يضرور   يشركت  ينگار نده يآ  يراستا، برا  نيا  در  .كرده است  جادي، امند سازندبهره را    يانسان  تيمختلف فعال  يهاحوزه 

  ي با دقت بررس   زيمرتبط را ن يهاحال خطرات و چالش   ن يكند و در ع  يگذار هيسرما  يشده توسط هوش مصنوعبالقوه ارائه   ياي مزا
  .كند

طر  انيپا  نيا از  ا  قينامه  ن  1٠ز  استفاده    ي امدها يپ  ،(تحليل مضمون)  يفيك  يمحتوا  ل يتحلروش  با    افتهيساختار  مهيمصاحبه 
  .كندي م  يرا بررس  يشركت  يرانگ   ندهيدر آ  ياز استفاده از هوش مصنوع  يناش  يچندوجه

دهد. به طور  يرا نشان م  يشركت  يرانگ   ندهيدر آ  يمرتبط با استفاده از هوش مصنوع  يديكل  تيمز  نينامه چند  انيپا  نيا  جينتا
را بهبود    هاليو تحل  هيكند، دقت تجز  ليها را تسهداده   ي سازكپارچه ي  تواندي م  يكه هوش مصنوع  دهدي نشان م  هاافتهيخاص،  

  ن يمطالعه همچن  نيحال، ا  نيدر زمان كمك كند. با ا  ييجو دهد و به صرفه   شيها را افزاداده  تجسمدهد،    شيرا افزا  يوربخشد، بهره 
كارگيري  رامونيمختلف پ  يهاو چالش   هات يمحدود ا  يهوش مصنوع  به  موانع    نه،يزم  نيدر  پذ  يساز كپارچهياز جمله    رش، ي و 
  .كنديم  رجستهداده را ب   يهاي منابع و وابستگ  يهات يمحدود  ،يتميالگور  يهات يمحدود

خطرات    نيكند. ايم   ييشناسا  يشركت  يرانگ   ندهيآ  يها  وهيدر ش  يخطرات بالقوه را هنگام ادغام هوش مصنوع  ، همچنينقيتحق  نيا
بزرگ  سوگ  يشناخت  يهاي ر يسوگ  يينماشامل  خروج  شيب  ياتكا   ، يتيجمع  يهاي ر يانسان،  به  حد  مصنوع  ي هاي از    ، يهوش 

هوش    ندهيكه آ  دهندي نشان م  نيكارشناسان همچن  يهااست. مصاحبه   ياخلاق  يهاينو نگرا   ي تيخطرات امن  ،ياجتماع  يهاسكير
از عملكرد هوش مصنوع  جياز نتا  يفيممكن است شامل ط  يشركت  ينگار نده يدر آ  يمصنوع تا    يانسان  اريبه عنوان دست  يباشد، 

  .يانسان  رندگانيگميبالقوه تصم  ينيگزيجا

م  نيا  جينتا نشان  مصنوع  دهديمطالعه  از هوش  استفاده  پروژه   يكه  مدت و  كوتاه  راتيتأث  توانديم  يشركت  ينگارنده يآ  يهادر 
  جاد يا  يبلكه برا  ،يضرورت عمل  ينه تنها برا  يكه مداخله انسان  دهدينشان م  قيتحق  نيا  ينظر   هاييافتهبلندمدت داشته باشد.  
  است.   ياتيح  ،يواقع  يايمشكلات دن  يقابل اعتمادتر برا  يهاحلسالم آن، و ارائه راه   تكامل  نيتضم  ،ي اعتماد به هوش مصنوع

  

  

 كلمات كليدي: آينده نگاري شركتي، هوش مصنوعي، آينده نگاري 

 
  

 
1 Hanna Heino 
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1 INTRODUCTION 

This section establishes the broader context for the thesis. Section 1.1 explores the 

current state of corporate foresight (CF) practices. Subsequently, Section 1.2 presents the 

research objectives and research questions that will be addressed in the study. 

1.1 The current corporate foresight practices need new perspectives 

Given that scientific innovation and technology serve as primary drivers of social changes 

and economic developments, and foresight is one of the tools for formulating forward-

looking plans and strategies (Becker, 2002), it is crucial to understand how to leverage 

the benefits of innovations in corporate foresight. This is where the necessity of 

examining the advantages and disadvantages of digital innovation in foresight projects 

becomes more prominent than ever. 

It is important to note that the role of technology in the context of Corporate Foresight 

is still not fully understood and lacks proper integration with its various components. 

(Gordon et al., 2020; Kaivo-oja and Lauraeus, 2018). More specifically, technology has 

predominantly been addressed in relation to corporate foresight in several ways: as a tool 

itself, demonstrated by the application of machine learning to enhance market forecasts 

(Crews, 2019; Yoon et al., 2019); as an external factor to be assessed for strategic 

advantages, such as through technology road mapping (Yoon et al., 2019); or as an 

outcome of corporate foresight activities (Mühlroth and Grottke, 2018; Sarpong and 

Meissner, 2018). Technology plays a crucial role in corporate foresight, and the 

complexity of this relationship emphasizes the importance of examining the various roles 

technology plays within the corporate foresight context, as well as delineating its different 

impacts on different aspects of corporate foresight practice and process. (Marinković et 

al., 2022) 

The rapid emergence of novel artificial intelligence (AI) technologies has generated 

substantial interest in exploring how these advancements can enhance various domains 

of human activity, particularly work-related endeavors (Cena, 2024). It is also important 

for corporate foresight to benefit from this new technology, yet must also carefully 

navigate the associated risks. The present research undertakes an in-depth examination of 

the multifaceted implications stemming from the integration of AI within the realm of 

corporate foresight. 
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1.2 Research objectives and research questions 

Recent research has examined the role of AI in various human activities, but a compre-

hensive investigation into the impact of AI on corporate foresight activities is still lacking 

(Gordon et al., 2020). This study aims to analyze the benefits, risks, and potential appli-

cations of current and future AI approaches in corporate foresight through semi-structured 

expert interviews. Additionally, the research will discuss the challenges and limitations 

of AI in this domain and provide experts' perspectives on emerging AI trends that could 

shape the future of corporate foresight. The central aim of this thesis is to investigate and 

provide answers to the following research questions: 

Main Question: 

− What are the key risks and benefits associated with integrating AI into corporate 

foresight practices? 

Sub-questions: 

− What ethical considerations arise from the utilization of AI in corporate foresight, 

and how do they impact decision-making processes? 

− What potential biases or limitations are inherent in AI algorithms used for corpo-

rate foresight? 

 

The thesis is structured as follows: Chapter 2 presents the conceptual framework, in-

troducing the key concepts of corporate foresight (2.1), AI (2.2), and existing research on 

the intersection of AI and corporate foresight (2.3). Chapter 3 describes the research de-

sign (3.1), data collection through 10 semi-structured expert interviews, and the data anal-

ysis methods (3.2 and 3.3). The ethical considerations of the study are discussed in Sec-

tion 3.4. 

Chapter 4 presents the results, organized into six main themes. It begins by exploring 

the benefits of using AI in corporate foresight (4.1), followed by an exploration of the 

risks and ethics (4.2) and the limitations and challenges faced (4.3). The chapter then 

explores emerging AI future trends (4.4) and the role of human experts in AI-based cor-

porate foresight (4.5), concluding with a discussion on the temporal dimension (4.6). 

Chapter 5 further analyzes the results in the context of the conceptual framework. It 

starts by discussing the benefits of using AI in corporate foresight (5.1) and then addresses 

the ethical considerations that should be taken into account (5.2). The chapter also ex-

plores how corporate foresight practitioners can navigate the limitations and challenges 

of AI (5.3), the role of experts in AI-based corporate foresight (5.4), and the implications 

of future AI trends (5.5). The conclusion section (5.6) summarizes the thesis, highlights 

its contributions and limitations, and offers recommendations for future research. 
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2 THE CONCEPTUAL FRAMEWORK 

The subsequent section offers a thorough conceptual analysis of the existing literature on 

corporate foresight and AI. The aim is to extract valuable insights regarding the potential 

applications of AI in enhancing corporate foresight practices. 

2.1 Corporate foresight 

Corporate foresight has a lineage dating back to the late 1940s (Coates et al., 2010). This 

organizational practice experienced a flourishing period in the 1950s, notably influenced 

by the "La Prospective" School led by Gaston Berger in France and the contributions of 

Herman Kahn from the Rand Corporation in the US in the name of the “Strategic Fore-

sight” school (Rohrbeck et al., 2015). Subsequently, numerous companies have commit-

ted resources to establish corporate foresight units (Battistella, 2014; Becker, 2002; 

Daheim and Uerz, 2008; Rohrbeck and Kum, 2018). Corporate leaders began to 

acknowledge that business decisions should not solely rely on historical data; rather, they 

should incorporate a systematic assessment of potential future trends through continuous 

monitoring and interpretation of disruptions in the external environment (Day & Schoe-

maker, 2005). 

In recent years, the exploration of emerging and declining trends, as well as their 

potential future trajectories, has become increasingly pertinent across various application 

domains, particularly within the realms of corporate strategy and foresight (Secco et al., 

2023). The early detection of these trends allows organizations to proactively respond to 

evolving market, political, and societal changes and challenges promptly. 

Malaska (2017, 19) defines foresight as “applied futures research carried out to provide 

tools for decision-making”. Expanding on this, Rohrbeck, Battistella and Huizingh (2015, 

2) define foresight in a corporate setting as the process of “identifying, observing and 

interpreting factors that induce change, determining possible organization-specific impli-

cations, and triggering appropriate organizational responses.” Moreover, foresight can be 

understood as a continuous, strategic and dynamic practice that seeks to create specialized 

futures knowledge tailored to the distinct contexts and needs of an organization (Dufva 

and Ahlqvist 2015, 264-5). 

2.1.1 Commonly used methods in corporate foresight 

Voros (2003) has eloquently articulated the role and application of various foresight 

methodologies in his description of the foresight process. He has demonstrated the 
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appropriate positioning and utilization of diverse foresight approaches within the broader 

conceptual framework of futures studies. Figure 1 depicts the foresight process framework 

and methods. 

 

 

Figure 1 Foresight process framework and Methods (Voros 2003, 14-15) 

The first step, "Inputs," involves collecting information about the current state and 

emerging phenomena in the environment that are relevant to the organization's activities 

and futures. The commonly used methods for this include: 

Trends, megatrends, changes, and weak signals in the organization's external environ-

ment are captured on environmental scanning. The purpose is to reveal future opportuni-

ties or threats across areas like politics, economy, society, technology, ecology, and cul-

ture (PESTEC). 

Weak signals are described as "an indication of a possibly emerging issue or trend" 

and trends characteristics and changes of the present that are believed to continue in the 

future while megatrends are defined as "long-term directions of change with broad soci-

etal influence" (Koivisto, Kulmala, and Gotcheva 2016). 

Additionally, the process considers disruptive changes, such as low-probability future 

events that cannot be extrapolated from the past while having high impact, including wild 

cards and black swans (Voros, 2003, p. 17). 

 Expert panels and Delphi surveys are also utilized, where relevant experts provide 

ratings and justifications on the priority, probability, and desirability of the identified 

events and trends. 

In the second step, "Analysis," the focus is on the preliminary analysis of the data 

gathered in the previous step to organize it into clusters, map it, and present it effectively 

for interpretation in order to answer the question "What seems to be happening?" The 
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futures wheel, futures table, trend impact analysis, and cross-impact analysis are a series 

of methods that can be leveraged for this analysis. (Voros, 2003, pp. 14-15). 

It is in step 3 "Interpretation," where the question is posed "What is really happening?" 

(Voros, 2003, p. 15). It delves deeper to uncover worldviews, underlying reality, and 

metaphors using methods like Causal Layered Analysis (CLA), systems thinking, and 

Soft Systems Methodology (SSM). 

During Step 4, " Prospection," the question is asked "What might happen?" (Voros, 

2003, p. 15). It involves building, narrating, and visualizing alternative scenarios and im-

ages of the future. The approach involves selecting and envisioning desirable future states 

in rich detail so that they can be actively worked towards. This is complemented by a 

backcasting process, which develops the necessary paths and strategies for moving from 

the current state to the targeted future. 

Step 5, known as Outputs, consolidates and delivers the results generated in the pre-

ceding steps in a way that supports the strategy formulation process. These outputs could 

manifest as foresight reports, multimedia presentations, or interactive workshop materi-

als. (Voros, 2003, p. 15). 

In the final step “Strategy” the questions are asked, "What will we do?" and "How will 

we do it?" (Voros, 2003, p. 16). It involves developing roadmaps, strategy and strategic 

goals (including technology roadmaps), and action plans. 

2.2 Artificial intelligence definitions and characteristics 

To delve deeper into the benefits and risks of using AI, it is first necessary to define the 

term of AI. AI is often used as an umbrella term encompassing various intelligent or 

augmented technologies, and is frequently used interchangeably with "machine learning" 

(Eddy, 2020). However, there is no universally accepted definition of AI. 

For the purposes of this research, the definition provided by Kaplan and Haenlein (2019) 

will be used: AI refers to “a system’s ability to interpret external data correctly, to learn 

from such data, and to use those learnings to achieve specific goals and tasks through 

flexible adaptation”. 

In the 2020s, the focus has shifted from traditional "prediction machines" like support 

vector machines and deep neural networks (Agrawal, Gans, & Goldfarb, 2018) towards 

the rise of generative AI (GenAI). Generative artificial intelligence refers to computa-

tional techniques that can produce seemingly novel, meaningful content such as text, im-

ages, or audio from training data (Feuerriegel et al., 2024). The ability to generate new 

content is facilitated by the examples and correlations learned from the training data, a 

process known as machine learning. 
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In short, machine learning (ML) is the study of algorithms and statistical models that 

are used by computer systems to perform specific tasks without explicit instructions, de-

pending instead upon patterns and inferences gleaned from the available data. And as a 

subtype of machine learning, deep learning (DL) requires less human pre-processing and 

incorporates a wider range of data resources, but is computationally more expensive to 

perform. (Eddy, 2020). 

A visual representation of the relationship between AI, machine learning, and deep 

learning is shown in figure 2. In its most general sense, AI refers to any technology that 

mimics human intelligence. A deep learning is a subtype of machine learning, and each 

is a subtype of AI. Currently, when we discuss AI, we are referring to machine learning 

and deep learning. 

 

 

Figure 2 A Brief visualisation of AI, ML and DL layering (adapted from A.I. Technical: 

machine vs. deep learning, 2019) 

AI is typically categorized into three distinct stages based on its evolutionary progression: 

Artificial Narrow Intelligence (ANI), Artificial General Intelligence (AGI), and Artificial 

Superintelligence (ASI) (Kaplan & Haenlein, 2019).  

ANI systems exhibit intelligence superior to humans in specific, limited domains. For 

instance, the AlphaGo system outperformed the human world champion in the game of 

Go, but cannot demonstrate the general mental capabilities of the human it defeated. The 

goal of the Dartmouth Summer Project was to create an AGI system, which would possess 

a level of general intelligence comparable to that of humans. Finally, ASI would 

Artificial 
intelligence

umbrella term for
grouping techniques that 

imitate human intelligence

Machine learning
Coded algorithms which 

improve accuracy through 
trial and error

Deep learning
Sophisticated version of 

ML where learning occurs 
through multilayered 

neural networks and large
masses of data
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hypothetically exhibit intelligence exceeding human capabilities in every aspect, if such 

a system were to be developed. (Unal & Kilinc, 2021) 

In addition to the evolutionary classification, Kaplan and Haenlein (2019) categorized 

current AI systems into three distinct types: 

− Analytical AI "generates a cognitive representation of the world and uses learning 

based on past experience to inform future decisions."  

− Human-inspired AI "can, in addition to cognitive elements, understand human 

emotions and consider them in their decision-making."  

− Humanized AI "shows characteristics of all types of competencies (i.e., cognitive, 

emotional and social intelligence)." (Unal & Kilinc, 2021) 

And from a philosophical standpoint, AI is commonly classified into two categories: 

Weak AI and Strong AI. The Weak AI hypothesis posits that AI systems "could act as if 

they were intelligent," while the Strong AI hypothesis asserts that machines demonstrat-

ing intelligence "are actually thinking (not just simulating thinking)" (Unal & Kilinc, 

2021) 

AI systems often rely on highly complex algorithms and criteria to make decisions, 

which can make it challenging for human users to comprehend and interpret the rationale 

behind the outputs generated by these models. (Uchida et al., 2020)  

The growing prevalence of AI systems has highlighted the importance of developing 

models that can provide explanations for their outputs. Such explanations can give users 

a better understanding of how the AI system functions, educating them and supporting 

their future interactions with the technology. (Wohlin, 2014).  

Arrieta et al. (2020) define XAI as an AI system that has the ability to provide details 

or explanations about its functioning in order to make it comprehensible to a given audi-

ence. 

The recent success of ChatGPT has highlighted the capabilities of a particular type of 

AI known as large language models (LLMs). These LLMs are characterized by very large 

and deep neural networks that are resource-intensive to train. Prior research has referred 

to such models as "stochastic parrots," a term that accurately captures their ability to gen-

erate human-like responses by recombining existing information, without possessing gen-

uine understanding or common-sense reasoning (Fayyad, 2023). 

While tools like ChatGPT can effectively summarize and present information in a con-

versational manner, their capabilities are not entirely novel. These models excel at "par-

roting" well-established knowledge, but they lack the ability to provide information on 

the origins of their responses or to distinguish between factual information and misinfor-

mation (Bender et al., 2021). This limitation highlights the need for further development 

in the area of knowledge representation and reasoning to create AI systems with a deeper 

understanding of the information they process (Fayyad, 2023). 
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2.2.1 Artificial intelligence use cases  

The concept of a "use case" originated from software development, it can be defined as a 

sequence of actions that generates observable value for an individual stakeholder or actor 

within the organization (Lelli, 2019).  

Classifying AI based on its practical business applications, can provide a more meaning-

ful understanding of its uses. Davenport and Ronanki (2018) identify three key business 

needs that AI can address: process automation, cognitive insight, and cognitive engage-

ment. Of these, robotic process automation (RPA) has emerged as the most widely 

adopted AI solution thus far. RPA technologies excel at automating repetitive, back-of-

fice tasks such as administrative, accounting, and auditing functions. This is because RPA 

systems are relatively inexpensive to implement and tend to deliver more consistent re-

turns on investment compared to other AI approaches. 

However, the authors note that RPA tools are generally less sophisticated in their algo-

rithms and are not considered truly "intelligent" systems. Their strengths lie in streamlin-

ing mundane, high-volume processes across multiple enterprise systems, rather than tack-

ling complex cognitive challenges. (Davenport & Ronanki, 2018). 

Since the launch of ChatGPT has heightened interest in generative artificial intelligence, 

a subfield of AI, the following will examine the practical applications of this specific AI 

technology. 

According to a report by IDC (2024), the use cases for Generative AI (GenAI) broadly 

fall into three principal categories: productivity, business function, and industry-specific. 

Productivity use cases involve streamlining work tasks such as report summarization, job 

description generation, or code creation by integrating GenAI features into existing ap-

plications. Many of these use cases derive value from pre-trained models (IDC, 2024). 

Business function use cases entail integrating AI models with proprietary corporate 

data or specific departments/functions. In these cases, data governance is crucial, neces-

sitating integration with established enterprise platforms (IDC, 2024). 

Industry-specific use cases generally require extensive customization to offer signifi-

cant value to larger enterprises. The creation of these specialized vertical applications 

demands adapted architectural frameworks and implementation undertakings, making use 

of exclusive data resources. (IDC, 2024). 

Furthermore, the recent report published on AIMultiple by Dilmegani (2024) provided 

detailed insights into more than 100 use cases for Generative AI, including applications 

in analytics, data, and technology, among others. 

The report highlighted the following use cases for AI in Analytics: 

 Conversational Analytics: Leveraging Natural Language Processing, conversa-

tional interfaces can be used to analyze business data. This enables automated 

analysis of voice data, reviews, and suggestions. 
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 E-Commerce Analytics: Specialized analytics systems designed to handle the 

explosion of e-commerce data. These systems can optimize the sales funnel and 

customer traffic to maximize profits. 

 Geo-Analytics Platform: Enabling the analysis of granular satellite imagery for 

predictions. Businesses can leverage spatial data to capture changes in any land-

scape and achieve their goals. 

 Image Recognition and Visual Analytics: Advanced image and video recogni-

tion systems can be used to analyze visual data, providing meaningful insights 

from piles of images and videos. 

 Real-Time Analytics: Real-time analytics for time-sensitive decisions, allowing 

businesses to act promptly and maintain their key performance indicators. Ma-

chine learning can be used to explore unstructured data without disruption 

(Dilmegani, 2024). 

Additionally, the author pointed out several key AI use cases for data management and 

analytics: 

 Data Cleaning and Validation Platform: Automating data cleaning and valida-

tion processes to ensure high-quality data and avoid "garbage in, garbage out" 

issues. 

 Data Integration: Combining data from multiple sources into a unified, mean-

ingful format to enable valuable information extraction. Managing the high vol-

ume of data traffic across platforms is crucial. 

 Data Management and Monitoring: Maintaining data quality for advanced ana-

lytics by automating data filtering and quality control tasks. 

 Data Preparation Platform: Using ETL (extract, transform, load) tools to trans-

form raw, low-quality data into a clean, analysis-ready format. 

 Data Transformation: Adjusting unstructured data into the required formats for 

advanced analytics. 

 Data Visualization: Developing dashboards and visual representations to convey 

data insights more effectively and aesthetically. 

 Data Labeling: Employing human-in-the-loop systems and crowdsourcing to la-

bel data, enabling the use of supervised learning models. 

 Synthetic Data: Generating artificial data to test new products, validate models, 

and satisfy AI needs while overcoming privacy limitations. 

Dilmegani (2024) emphasized the importance of deep domain expertise and industry-

specific knowledge in identifying and implementing these AI use cases to unlock the full 

potential of these technologies and deliver tangible business value. 
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2.2.2 Artificial intelligence risks and limitations 

The rapid dissemination of AI systems has introduced significant risks, including is-

sues around algorithmic opacity, unethical behavior, and unintended negative conse-

quences. the emergence of racial and gender biases are other examples of these "dark 

side" of AI systems. (Mikalef, 2022; Laine, 2024) 

The AI-powered digital infrastructure has the potential to deeply undermine the very 

essence of our human nature. This is because the infrastructure is not value-neutral, but 

rather manipulative and designed to foster addiction, all for the sole purpose of generating 

profit. Through the ubiquitous smartphone, which over 80% of the global population uses, 

the AI algorithms embedded in our apps function akin to a brain implant. These algo-

rithms operate within our minds and cognition without our explicit consent or volition. 

Additionally, governments have neglected to fully grasp the long-term implications of 

these AI algorithms, and have consequently failed to implement adequate regulations. 

This regulatory gap has led to unforeseen and potentially devastating consequences for 

both individual human security and the broader societal landscape. (Bozesan, 2023). 

In this regard, the European High-Level Expert Group's report on "Ethical Guidelines 

for Trustworthy AI" (2019) outlines seven high-level principles and ethical categories as 

the core requirements for ethical AI systems:  “Human Agency and Oversight”, “Tech-

nical Robustness and Safety”, “Privacy and Data Governance”, “Transparency”, “Diver-

sity”, “Non-Discrimination, and Fairness, Societal and Environmental Well-being” and 

“Accountability”. 

2.3 Research on artificial intelligence and corporate foresight 

Recent academic literature has highlighted the growing impact of AI technology on 

various aspects of human life. Scholars have described the current transformation as the 

"Second Machine Age" (Brynjolfsson & McAfee, 2014) or the "Age of Artificial Intelli-

gence" (Tegmark, 2017). Regardless of the terminology used, this technological revolu-

tion is permeating all areas of human activity, including the business world, and necessi-

tating changes to long-established concepts, habits, and traditions. (Kılınç & Ünal, 2020). 

Secco et al. (2023) have introduced a novel Visual Analytics approach that combines 

interactive visualizations with machine learning techniques and statistical methods to 

identify, analyze, and forecast emerging trends from textual data. This multifaceted ap-

proach provides insights into vast data sets, enabling the prediction of the potential future 

course of trends based on their occurrence within textual sources. The presented visuali-

zations facilitate the identification and forecasting of trends at macro-, monitoring, and 
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micro-levels, empowering decision-makers to navigate the dynamic landscape of emerg-

ing and declining trends (Secco et al., 2023). 

Dewhurst and Willmott (2014) argued that as AI becomes more advanced within or-

ganizations, information will become more democratized rather than centralized. Busi-

ness units and functions will not only report to top management and the CEO but will 

also be empowered to make better decisions through the precise insights and pattern 

recognition capabilities of computers. This could lead to a more self-managed organiza-

tional model, which may challenge traditional top-down decision-making. 

Parry, Cohen, and Bhattacharya (2016) explored the concept of "automated leadership 

decision-making," where AI systems collaborate with human leaders in the decision-mak-

ing process. They argued that AI could be superior to humans in forming vision, as it is 

free from inherent cognitive biases, beliefs, and emotions. However, they also acknowl-

edged the potential ethical challenges, such as issues of accountability, in scenarios where 

the human leader has no veto power over the AI's decisions.  

von Krogh (2018) also examined the issue of delegating decision-making authority to 

AI. Von Krogh posits that handing over decision-making authority will drive unprece-

dented changes in the structure and operations of organizations. The data flow may cen-

tralize around data processing algorithms and may not follow an information structure 

spreading among business units and human experts. Additionally, there is a potential and 

significant risk that AI systems may become fixated on one or more predetermined ob-

jectives, and may not require any specific incentive to drive its information-processing 

activities. 

Barnea (2020) argues that AI possesses superior capabilities in processing large vol-

umes of data compared to humans. Despite having significant information, humans can 

still make flawed strategic decisions. This AI superiority will likely catalyze a transform-

ative shift in how decision-making is conceptualized. If organizations can analyze the 

"cognitive algebra" underlying their competitors' decisions, AI would be better equipped 

to forecast their next moves, conferring a substantial competitive edge. These AI systems 

also have the potential to prevent from making biased decisions. Barnea (2020) envisions 

a future where human-machine collaboration will be integrated into the C-suite and 

higher-level decision-making processes within organizations. 

Farrow (2020) held a workshop to explore the future of AI, and the findings indicate 

that the "best-case scenario" is one where "AI takes on the jobs that humans do not want 

to do." Participants of the workshop foresee that AI would augment human decision-

making as an advisor or an assurance service by 2038. Farrow’s scenario makes an opti-

mistic impression that AI and humans are colleagues, not enemies. As a result, binary 

code may eventually supersede natural human language. Humans and AI would produce 

services and solutions together. The human is no longer at the core of work, and the tra-

ditional notions of employee and work are anticipated to undergo changes or require new 
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regulations. In the future, AI or human leaders may be responsible for guiding and man-

aging hybrid teams composed of both humans and AI systems. 

From a broader perspective, recent academic discussions often refer to the historical 

progression of AI as "seasons" or "booms" (Miyazaki & Sato, 2018; Haenlein & Kaplan, 

2019; Shin, 2019). Yasnitsky (2020) observed that AI has undergone a cyclical evolution, 

where "winter gives way to spring and summer, and summer gives way to autumn and 

winter" (p. 16). He questioned whether the rapid advancements in AI technology repre-

sent a "revolution" or if AI is approaching a new "winter season." Yasnit-sky also offered 

counterarguments to the prevailing optimism in the field, cautioning that undue enthusi-

asm and public relations could precipitate another AI winter, given the history of AI's 

many ambitious but unrealized projects. (Unal & Kilinc, 2021) 

State and corporate entities have significant incentives, both military and economic, to 

enhance the development of sophisticated AI systems. Additionally, there are competitive 

pressures driving them to achieve these advancements ahead of others. Without a global 

organization capable of imposing a permanent ban on AI development, any reluctance or 

attempts to actively prevent such development are expected to be limited to local and 

temporary measures. (Bales et al., 2024). 

Deep learning (DL) models, with their more advanced algorithms and network archi-

tectures, are often required for modern AI solutions that engage in complex, non-human-

like activities such as decision-making and predictive tasks (Samek et al., 2019). 

Figure 4 illustrates the division of responsibilities between computer systems and hu-

man users for data analysis tasks. This figure can also serve as a preliminary indicator of 

a foresight project's level of (Information Technology) IT maturity and the utilization of 

AI tools. 

At the first level, IT systems are primarily used for storing and accessing data, gener-

ating static reports, and performing basic-level analysis. Organizations at this stage are 

just beginning their digitalization journey and predominantly use basic IT tools like 

spreadsheets. 

The second level of analytics involves organizations using historical data from multi-

ple sources to formulate predictive models. The human user still plays a significant role 

in deriving insights and building forecasts. 

At the third level, true AI technologies, such as machine learning, start to take over 

more of the analytical responsibilities. These advanced systems can create recommenda-

tions based on past data and perform near real-time analysis, requiring powerful compu-

tational resources and scalable data management platforms. However, humans still make 

the final decisions. 

The fourth and highest level of maturity represents a state where sophisticated algo-

rithms continuously learn and adapt to changes, becoming capable of making autonomous 

decisions that lead to action. In theory, human intervention is not necessary at this stage, 
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as exemplified by self-driving cars. However, in practice, robotic process automation 

(RPA) is more commonly adopted for simple, repetitive, rule-based activities where ma-

chine-led decision-making is limited. 

 

Figure 3 Analytical Capability Maturity Map (adapted from Paul, 2020) 

 

I conducted a review focusing on corporate foresight and AI. Through this review, I iden-

tified both optimistic and pessimistic viewpoints regarding the role of AI in foresight 

projects. Key areas of interest explored by researchers include the delegation of decision-

making to AI, ethical concerns surrounding AI, and the collaboration between humans 

and AI in decision-making. However, despite these efforts, I found a lack of comprehen-

sive research examining the topic of "AI's role in corporate foresight practices" from var-

ious perspectives. Consequently, this study aims to address this gap by employing an 

exploratory research design to investigate the risks and benefits associated with AI's in-

volvement in corporate foresight projects. 
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3 METHODOLOGY 

In this chapter, the arrangement and rationale behind the research methodology are out-

lined. The initial part provides an overview of the research design (3.1). Following that, 

in Sections (3.2) and (3.3), respectively, the methods for collecting and analyzing data 

are discussed in detail before addressing ethical considerations (3.4). 

3.1 Research design 

To conduct this research, I employed a qualitative approach. This approach was consid-

ered appropriate as it allows for a comprehensive exploration of the complex factors as-

sociated with the risks and benefits of incorporating AI into Corporate Foresight prac-

tices. By employing semi-structured interviews, I aimed to capture rich, nuanced insights 

from experts in the field. This approach enables a comprehensive examination of the mul-

tifaceted nature of AI integration in Corporate Foresight, facilitating a deeper understand-

ing of its implications. Additionally, qualitative research provides flexibility in data col-

lection and analysis, allowing for the emergence of unexpected findings and the explora-

tion of diverse perspectives on the topic (Saunders et al., 2019). 

3.2 Methods of data collection 

This research applied a qualitative approach to data gathering and conducted 10 inter-

views with experts in AI and/or foresight for data collection. As a second priority, indi-

viduals with over five years of experience and expertise in one of these areas were also 

considered. To identify suitable interview participants, I utilized a combination of recom-

mendations from my academic professors, who are well-connected within the Finnish 

foresight research community, as well as referrals from my network of contacts developed 

during my prior Master's degree in Futures Studies in Iran. The data collecting period 

took approximately 2.5 months, from October 2023 to December 2023. The interviews 

followed a semi-structured format, allowing for the exploration of the topics under inves-

tigation while also permitting participants to introduce new insights to the study. Each 

interview was to last approximately one hour, ensuring ample time for follow-up ques-

tions. 

To enhance convenience and remove travel-related barriers, interviews were con-

ducted using Google Meet. During all interviews, video cameras remained active to sim-

ulate a face-to-face interview situation. 
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There were no specific geographic restrictions, and efforts were made to select partic-

ipants from various locations as much as possible. This was done to enhance the trust-

worthiness and credibility of the research. Table 1 depicts the expertise of each inter-

viewee and their place of residence. It is also indicated which of the interviewees have 

experience in using AI in corporate foresight projects. Among the interviewees, one was 

a woman while the rest were men. 

Table 1 Interviewee’s information 

Interviewee Country of 
residence  

Expert 
in AI 

Expert in 
Foresight 

Used AI in corporate 
foresight 

P1 Iran x 
  

P2 Iran 
 

x x 

P3 Iran 
 

x x 

P4 Netherlands x x x 

P5 Finland 
 

x 
 

P6 Finland x x 
 

P7 Italy 
   

P8 Finland 
 

x 
 

P9 Finland 
   

P10 Germany x 
  

 

The initial interview design for this thesis focused on the themes of AI, its potential 

advantages, and its risks in corporate foresight. The interview structure was divided to six 

primary questions. Supplementary questions and probes were then utilized to clarify and 

elaborate on themes that surfaced naturally during the interview discussions. Table 2 pre-

sents the interview structure that was implemented. Furthermore, Appendix 1 includes 

the original Persian versions of the interview questions. 
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Table 2 The interview structure 

Starter Question Could you first tell me about your work/expertise?  
(Field of specialization and length of professional engagement 
within the respective domain.) 

Main Questions In your experience, what are the key benefits that AI brings to cor-
porate foresight projects? 

Can you provide examples of successful applications of AI in cor-
porate foresight projects and the specific benefits they have 
yielded? 

What are the risks associated with the use of artificial intelligence 
in organizational forecasting projects, and how can these risks be 
mitigated? 

What ethical considerations should be taken into account when us-
ing AI in corporate foresight, and how can these concerns be ad-
dressed? 

Are there any limitations or challenges in implementing AI in cor-
porate foresight, and how can practitioners overcome them? 

What are the future trends and developments in AI that are likely 
to impact corporate foresight projects, and how should prepare for 
them? 

What is the role of human expertise in AI-based corporate fore-
sight* projects, and how can we establish an appropriate balance 
between human judgment and artificial intelligence algorithms? 

* In this study, AI-based corporate foresight refers to the use of artificial 
intelligence technologies to assist in the process of corporate foresight. 

3.3 Methods of data analysis 

The method chosen for analyzing the data in this research is the thematic analysis 

method. 

Braun and Clarke (2006) outline a six-step process for conducting thorough qualitative 

data analysis, followed by coding and analyzing the interview data in this thesis. The steps 

include: 1) familiarizing oneself with the collected data, 2) assigning preliminary codes 

to describe the content, 3) searching for patterns or themes across the different interviews, 

4) reviewing those identified themes, 5) defining and naming the themes, and 6) produc-

ing the final report (Braun & Clarke, 2006). An essential aspect of thematic analysis, as 

emphasized by the authors, is the focus on identifying "themes or patterns across an 
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(entire) data set, rather than within a data item" (Braun & Clarke, 2006). This holistic, 

dataset-wide approach was applied in the coding and analysis process of the primary in-

terview data for this thesis. 

The Ten expert interviews conducted for this study were all recorded on audio, with 

extensive notes taken both during and after each interview. The most relevant portions of 

the interview transcripts were then compiled into an Excel file, preparing them for the-

matic analysis. (step 1) (Braun & Clarke, 2006). The written data from all interviews was 

then assessed using Excel for qualitative research analysis. This process began with the 

assignment of preliminary codes (step 2) based on the findings from the literature, fol-

lowed by the identification of additional patterns and themes (step 3). The initial themes 

were subsequently reviewed (step 4), and the newly found themes were then merged with 

the initial themes to form the final connections and patterns, which were then transferred 

to the results section for elaboration (steps 5 and 6) (Braun & Clarke, 2006). 

Braun and Clarke (2006) underscore the significance of certain prior decisions that 

have a profound impact on the analysis of gathered data. These include the definition of 

a 'theme' within the context of the research, the identification of themes in the data, the 

level of analysis, and the epistemology of the analysis (Braun & Clarke, 2006). In the 

review of themes and the creation of new patterns, descriptive coding was utilized to help 

identify themes that went beyond the initial literature-based themes (Braun & Clarke, 

2006). The analysis is conducted in an abductive manner, whereby the themes are identi-

fied based on the data and the existing theoretical framework (Braun & Clarke, 2006). 

The level of analysis is semantic, focusing on the surface-level meaning of what has been 

said rather than any latent or underlying significance. Lastly, this research adopts a rela-

tivist approach, which holds that truth is contextual and subject to the specific circum-

stances of the study (Braun & Clarke, 2006). 

3.4 Ethical consideration 

In conducting this thesis, several ethical considerations were taken into account to ensure 

the integrity of the research. The Finnish National Board on Research Integrity (TENK 

2019, 17) states that "The researcher is always responsible for ensuring that their research 

is ethical. The data controller for the research is responsible for decisions regarding data 

protection." The research was conducted in adherence to the established ethical guide-

lines. 

In this dissertation, potential participants were sent an email invitation detailing the 

reasons behind the research (accessible in Appendices 2). All interviewees willingly took 

part, and interview schedules were arranged according to their preferences. Prior to the 

interviews, a Data Protection Statement was provided to the participating experts, which 
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disclosed their rights as data subjects, the purposes of data collection, the type of data 

collected (digital recordings) and the details of data protection. The audio files kept by 

the researcher, and all research data will be destroyed ten years after the completion of 

the research. 

The participants were informed about the aims and objectives of the thesis, before each 

interview. The experts were listened to respectfully during the conversations, and the in-

terviews applied a discursive design. A guarantee of anonymity was also provided to the 

participants. The results include quotes marked by interviewee codes P1 to P10, which 

have been anonymized in order to minimize the possibility of identifying the company or 

interviewee. 

No specific grant from a public, private, or non-profit organization has been obtained 

for this research. 
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4 RESULTS 

This section introduces the six themes in using AI in corporate foresight that emerged 

from the interviews: Benefits of using AI, Risks and ethics, Limitations and challenges, 

AI future trends, Role of human experts in AI-based corporate foresight, and Temporal 

dimension. Figure 1 lists the themes and sub-themes. In the following subsections, the 

themes are presented in more detail. 

 

 

Figure 4 Result themes and sub-themes 

4.1 Benefits of using AI  

The benefits of using AI in corporate foresight are categorized into four sub-themes: time 

savings, improved productivity, visualization capabilities, and enhanced analytical preci-

sion. (see Table 3: Benefits of using AI) 
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Table 3: Benefits of using AI  

Theme 1 Sub-theme Condensed meaning 
unit 

Condensed meaning unit 

Interpretation of the 
underlying meaning 

Description close to the 
text 

Benefits of us-
ing AI  
 
 
 
 
  

Time saving  

Data extraction Ability to perform a quick 
comprehensive review of 
a subject on a text and 
provide a summary of the 
text or extract a report. 

Speeding Up Big Data 
Analytics 

Ability to quickly read 
very long texts in different 
formats and perform the 
required analysis in a very 
short time, especially 
quantitative analysis. 

Increasing  
productivity 

General idea generator Quickly on new topics, 
giving general idea and 
inspiration. 

Assisting tirelessly Not getting tired of  
doing repetitive processes. 

Visualization 
 Making tangible 
scenariosss 

 visualizing scenarios into 
audio and video files. 

Accuracy of 
analysis  

Performing precise 
calculations 

 Automated, algorithmic 
calculations are more  
reliable to human-per-
formed calculations for 
logical operations. 

Tracking special  
subject 

Tracking problems in  
reports and recognising 
biases. 

4.1.1 Time saving 

Based on interviews, the most fundamental benefit of leveraging AI appears to be its 

capacity for efficient data extraction, text summarization, and report generation. Several 

of the interviewed specialists highlighted their positive experiences with these AI-pow-

ered capabilities, which enable faster and more concise synthesis of information. This 

streamlined approach to information processing is viewed as a key advantage that AI can 

bring to corporate foresight activities: 

 

“For example, in the past, studying a subject like national and regional 

policymaking would have required a person to conduct 6 months of 
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focused, planned study. But now, artificial intelligence can do this in a 

much shorter time, categorize the information, and prepare a summary.” 

(P3) 

“Artificial intelligence has the capability to analyze large datasets and 

provide a concise summary of it in a short amount of time.” (P10) 

Interviewee (P1) also shared this view. 

4.1.2 Increasing productivity 

AI can improve the productivity of foresight work in multiple ways. It can inspire 

participants in workshops through its generative abilities. It can also automate processes 

like report production. Additionally, by scanning a wide range of information sources, AI 

can quickly provide general insights, saving time and enhancing the productivity of the 

foresight process overall: 

“Since it can quickly scan a vast volume of data in a non-systematic man-

ner, artificial intelligence can assist researchers or corporate foresight 

consultants in gaining initial familiarity with the key concepts in a specific 

business domain (for example, in horizon scanning, it can relatively 

quickly provide general ideas about the subject).” (P8) 

AI can serve as a valuable assistant for corporate foresight by virtue of its capacity for 

tireless processing of repetitive tasks without loss of motivation. Furthermore, it can sup-

port foresight by leveraging its ability to analyze vast volumes of data to identify emerg-

ing trends and patterns. One oft-cited advantage of AI is its potential to generate "non-

sense" data, which at first may seem unusable, but can even inspire the creation of novel, 

"white space" scenarios that challenge conventional thinking: 

"Artificial intelligence can take the place of humans in data mining. It can 

quickly process large volumes of data without getting tired or losing mo-

tivation to search, and in this way, predict future trends.” (P1) 

4.1.3 Visualization 

Some experts argue that AI holds immense potential when it comes to visualizing fu-

ture images and scenarios. By leveraging advanced machine learning algorithms, AI sys-

tems can synthesize and generate plausible representations of future states, events or out-

comes. This capability is particularly valuable in applications such as scenarios: 

“Scenarios in foresight practices often suffer from the weakness of being 

abstract, even if they include illustrations. With artificial intelligence, we 
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can vividly visualize them through sound and imagery to make them more 

tangible for the audience.” (P4) 

4.1.4 Accuracy of analysis 

Through the application of advanced machine learning algorithms, AI can perform 

complex calculations with astonishing precision and speed. Unlike human cognition, 

which can be susceptible to errors and biases, AI-driven computations are characterized 

by a degree of accuracy that often exceeds human capabilities: 

“One of the defining characteristics of predictive artificial intelligence is 

its ability to perform calculations and process data with a level of accu-

racy and speed that often surpasses human capabilities.” (P4) 

AI systems, with their capacity for pattern recognition and data analysis at scale, can 

serve as powerful tools for illuminating the hidden biases and imbalances that often 

plague established fields of study or practice. By leveraging the capabilities of AI, we can 

gain unprecedented access not only to the institutionalized data that has shaped the con-

ventional wisdom of a given area, but also to the foundational assumptions that underpin 

it: 

“Artificial intelligence can be leveraged to identify the core biases inher-

ent within a given domain. At times, we observe that areas which should 

not receive excessive attention are being addressed in an extensive man-

ner. If we pursue that line of inquiry, we are likely to uncover valuable 

insights. AI can help surface data that has become institutionalized, and 

more importantly, it can provide access to the underlying assumptions.” 

(P3) 

In sum, AI can efficiently extract data, summarize text, and generate reports, while 

also inspiring new ideas through its generative capabilities. Additionally, AI's ability to 

rapidly analyze large volumes of information can uncover emerging trends and patterns 

that enhance the productivity and insights of the foresight process. AI's computational 

power also allows it to perform complex calculations with remarkable precision, far ex-

ceeding human accuracy and overcoming biases. Moreover, AI systems can serve as pow-

erful tools for illuminating hidden biases and institutionalized assumptions within estab-

lished domains, providing unprecedented access to the foundations underlying conven-

tional wisdom. The benefits of using AI will be discussed later in Section 5.1. 
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4.2 Risks and ethics of using AI  

The risks and ethics of using AI are categorized into six sub-themes presented in Table 

4: feedback loop bias, demographic bias, over-reliance on AI outputs, social risks, secu-

rity risks, and ethical risks.  

Table 4: Risks and ethics of using AI  

Theme 2 Sub-theme Condensed meaning 
unit 

Condensed meaning unit 

Interpretation of the 
underlying meaning 

Description close to the 
text 

Risks and 
Ethics of  
using AI 

 
 

Feedback Loop 
Bias 

Magnifying human cog-
nitive biases 

AI algorithms are heavily 
reliant on the quantity and 
quality of training data. 

Demographic 
Bias 

Exhibiting biases 
against certain  
demographic groups 

Some groups are not  
included in AI. 

Over reliance on 
AI outputs 

Accepting and acting 
upon the AI's outputs 
without sufficient criti-
cal evaluation or valida-
tion. 

Being overly dependent 
on the predictions, in-
sights, and recommenda-
tions generated by AI. 

Social risks 
Taking the place of hu-
man 

Some human activities are 
completely replaced by 
AI. 

Security risks 
Acting like a Black box We do not know how 

some types of AI work. 

Ethical risks 
 

Consequential risks ethical value depends on 
overall impact. 

Virtu based risks Pursuing virtuous  
behavior. 

Deontological risks Action based on duty or 
moral rules. 

4.2.1 Feedback loop bias 

Some experts argued that AI systems can inherit and amplify the cognitive biases of their 

human creators. We must be cautious about the data used to train these AI models, as they 

are not inherently free from human biases and flaws. There is no such thing as truly "raw" 

or unbiased data - all data contains inherent biases based on how it was collected and 

curated: 
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“Artificial intelligence algorithms repeat all of the cognitive biases of hu-

mans. (P2, P3) We need to be careful about what data is fed into them, as 

they are not inherently inspired.” (P2) 

 

“There is no such thing as "raw data" - data is always biased and flawed. 

There is a saying that "data is always already cooked".” (P4) 

 

One of them mentioned that at this stage, humans may still have greater self-awareness 

of our own cognitive biases in thinking and decision-making compared to current AI sys-

tems: 

“We are likely still more aware of our own cognitive biases in thinking 

and decision-making than artificial intelligence is at this stage.” (P5) 

4.2.2 Over reliance on AI outputs 

Many experts pondered that relying too heavily on the outputs and predictions generated 

by AI systems can be risky: 

“Relying too heavily on the outputs generated by AI systems - whether 

that's their predictions, insights, or recommended actions - can be a risky 

proposition.” (P2) 

Interviewees (P4, P5, P7, P8, and P9) also shared this view. 

Putting excessive trust in AI-derived insights or recommendations may lead to prob-

lems in the future, as the AI's knowledge is often incomplete or biased: 

“Putting too much reliance on AI outputs may lead to problems in the fu-

ture, being part of the majority of the colony of people who have used ar-

tificial intelligence but have incomplete knowledge and believe that it is 

correct.” (P1) 

“You may not be aware of its features and functionality. What constitutes 

its default data? It might not be good in certain contexts. A person lacking 

sufficient expertise might not understand this problem.” (P6) 

There are potential issues with extrapolating AI-generated trend lines and predictive 

models. When people become aware of an AI's forecasts, it can introduce new variables 

that change the trajectory of the predictions: 

“What happens if you project a trend line into the future? When we know 

what will happen and this awareness is widely created, this adds a new 

variable to the current trend, which changes the path of extrapolation. The 

second issue is how much we can trust predictive models, because we have 

built them based on the hindsight of what we knew. Particularly in the 
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financial sector, they often fail in interesting ways. Until the event actually 

happens, we cannot know what will occur.” (P4) 

4.2.3 Demographic Bias 

AI algorithms often assume the default human is a white man, neglecting the diversity of 

perspectives and experiences across different cultures and demographics. The expert ex-

amples given highlight how AI outputs can be heavily influenced by an American-centric 

worldview, without accounting for the nuanced cultural and contextual differences in 

other regions.  

This lack of cultural sensitivity and over-reliance on American-framed "forerunner 

issues" indicates a significant demographic bias in the data and assumptions underlying 

many AI systems. Failing to do so risks AI outputs that are misaligned with the realities 

faced by many non-Western, non-male users and communities: 

“AI assumes human is a white man!” (P8, P9) 

“AI systems are not culturally sensitive. Some of the AI outputs are very 

American oriented. For example, Renewable energy using in Finland is 

not new, it has been used for 30 years by now. If you ask AI about this 

context, it will suggest that you should use renewable energy! It can un-

derstand the Finnish language but cannot understand cultural context. An-

other example in transportation studies, I can see that it says that all prob-

lems will be solved with electric cars or maybe in the future with hydrogen 

cars but doesn’t talk about walking or cycling which are kind of very well 

established in Finland if you consider specific lanes for traffic modes. If 

you see from east Asian mega cities perspective, it doesn’t work there ei-

ther because fast rail connections or subways are very strong there. Some-

times this American perspective consider as forerunner issues.” (P8) 

 

There are significant demographic biases present in many AI systems, particularly 

those involving large language models (LLMs). One key issue is the lack of diverse and 

representative data used to train these models. The expert notes that most LLMs are de-

veloped primarily using English-language data, which means they may lack the appropri-

ate cultural knowledge and framing to properly understand and respond to non-Western, 

non-English contexts: 

“There are groups that are not included in datasets, and the language of 

the data is English. For example, if we have a high-context situation, such 

as wanting to do something in an urban area in the south of Vietnam, there 

may not be a large language model that is well-suited to that region. This 
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is because most of these LLMs are created based on data in the English 

language. I don't mean translation, because it has been proven that if the 

training volume goes above a certain level or the feature size becomes 

larger, a model that used to speak only in English can now speak in other 

languages as well. So here I'm not talking about language, I mean the ar-

guments and the essence of the content that the model needs to convey. 

When they are not prepared with a specific context, they usually cannot 

properly extrapolate, predict, or generate about that context.” (P4) 

4.2.4 Social Risks 

One of the interviewees expressed that foresight is often viewed as a "luxury" in compa-

nies, and there is a perception that AI can replace the work of human foresight experts. 

This could incentivize some decision-makers to simply defer to AI-generated outputs 

without the proper due diligence and critical thinking: 

“Foresight is still considered a luxury item in companies, and with the 

illusion of artificial intelligence replacing foresight experts, this position 

can even be strengthened.” (P3) 

It was also agreed upon by interviewees (P6). 

Using AI could lead to a trouble where people use AI as an "excuse to not do their jobs 

thoroughly." Instead of carefully considering the appropriate questions and framing for 

language models, they may opt for a quicker, less thoughtful approach. Additionally, 

some experts mentioned that over-reliance on AI-powered writing could potentially lead 

to a decline in human writing skills, as people become overly dependent on the AI's ability 

to "type faster than a human": 

I fear some people use it as an excuse to not do their jobs thoroughly, 

instead just producing something quickly without considering the appro-

priate questions for language models. If we ask in a stupid way, then the 

answer would be stupid. One of its strengths in the future may be that it 

can type faster than a human, as writing skills may decline due to digital-

ization.” (P8) 

4.2.5 Security risks 

Interviewees thought that the use of AI systems also raises significant concerns around 

biased and discriminatory outputs, lack of transparency and explainability, and privacy 

and data protection. If the training data used to develop an AI system is biased, the system 
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may exhibit biased and discriminatory behavior, leading to unfair or harmful decisions. 

Moreover, many modern AI systems, especially deep learning models, are "black boxes" 

whose inner workings and decision-making processes are not easily interpretable, making 

it difficult to understand, audit, and verify the safety and security of these systems. Addi-

tionally, AI systems that collect and process large amounts of personal data could pose 

significant risks to individual privacy if the data is not properly secured and protected: 

 

“Except with explainable AI, all the other types of AI are black box, and 

we don’t know how they work.” (P4) 

“There is no analytical thinking behind AI. If you don't know how the an-

swers formed where is the responsibility of following that advice?” (P9) 

“The risks of abuse, hacking, and privacy violations still exist in the use of 

artificial intelligence. We do not know how committed the developers are 

to ethics, and how accurate the data is. Whose interests will the resulting 

outcomes ultimately favor?” (P1) 

4.2.6 Ethical risks 

According to the existing literature and expert insights, there are three key categories of 

ethical risks associated with the development and deployment of AI systems: Consequen-

tial risks, Virtu based risks and Deontological risks. In the following subsections, the risks 

are presented more in detail. 

4.2.6.1 Consequential risks 

This is a critical consideration, as the research result suggests that the traditional concepts 

of copyright and ownership over data may soon become "meaningless." This could lead 

to situations where the individuals or communities whose data is being leveraged to train 

AI models have little to no say or recourse in how their information is being utilized. 

Without clear mechanisms to ensure the fair and ethical use of data, there is a significant 

risk of consequential biases emerging in AI systems. These biases could disproportion-

ately advantage certain groups or interests over others: 

“We don't know who benefits from the production of the data? Also, the 

issue of copyright will soon become meaningless, and we need to find a 

solution for it.” (P3) 
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“In corporate foresight, good data is the key. If foresight practitioners get 

all their data from artificial intelligence, we don't know what their source 

is and how reliable it is.” (P9) 

4.2.6.2 Virtu based risks 

A number of experts highlighted the critical issue of virtue-based risks that must be ad-

dressed in the context of AI-driven corporate foresight. It was emphasized that key ethical 

principles such as nonmaleficence, fairness, transparency, and trustworthiness should be 

of the utmost importance. Of particular importance is the need for meaningful transpar-

ency into the inner workings of AI systems. They stressed that understanding the process 

by which an AI generates its outputs, the reasoning behind its recommendations, and the 

data sources and weightings it relies upon is essential: 

“Non-maleficence, fairness, transparency, and trustworthiness - all these 

ethical principles should be considered in the context of AI in corporate 

foresight. If I take up certain things, transparency is quite important. Hav-

ing meaningful transparency into the process and the thought process of 

the AI means: how is the process of generating the output, why did it reach 

this recommendation, how did it synthesize the information, from which 

data source, and how it assigned different weights to different pieces of 

information.” (P5) 

4.2.6.3 Deontological risks 

The central concern in deontological risks linked to AI usage is the ambiguity regarding 

intellectual property rights and the sources of knowledge and content that AI systems 

employ to produce their outputs: 

“Intellectual property is important. Artificial intelligence receives a blend 

of everything to respond to you in the form of sentences. We don't know 

how the thought process goes from the producer to the.” (P3) 

Furthermore, numerous experts caution that people "rely too heavily on artificial in-

telligence without understanding its workings." This highlights the danger of treating AI 

systems as authoritative or reliable when their internal mechanisms are not transparent: 

“People too much rely on artificial intelligence without knowing how it 

works. Artificial intelligence is like a parrot - in large language models, it 

just puts words together, and we make sense it, give it meaning, and some-

times even say it's hallucinating. But if we look at it from the perspective 
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of artificial intelligence, both are produced using the same method, and 

both are valid.” (P4) 

4.2.7 Solutions to risks and ethical issues of using AI: 

Many experts thought that critical awareness and futures-oriented expertise are essen-

tial to countering the skewed perspectives that can arise when powerful corporate interests 

drive technological change. The more futures literacy increases in society, the more re-

sistant the public will become to these biased, profit-driven visions of the future: 

“Capitalists who profit from the expansion of certain things like the 

metaverse and NFTs cause the reality of the issues to be obscured and 

covered in dust, and virtual world applications greatly assist them. If this 

happens for things like games, it's not a big problem, but corporate fore-

sight practitioners need to be very conscious about these narratives. Some 

who profit from the expansion and advancement of artificial intelligence 

may tell unrealistic stories, but those who have studied futures studies 

should be immune to this "virus". I also believe that the more futures liter-

acy increases in society, the more the society becomes immune.” (P3) 

The time has come for concrete legal policymaking to govern the ethical implementa-

tion of AI: 

“There are many academic movements regarding ethical risks, such as 

responsible AI, value-sensitive design, and justice-oriented design. Each 

of them has proposed several models, but in my opinion, legal policy needs 

to be developed for this issue. Companies should be bound to those poli-

cies, otherwise, the body of these ethical considerations is too large but 

not authoritative and inclusive enough, and it cannot be followed until it 

is crystal clear.” (P4) 

 

Additionally, to address the concentration of AI power among tech giants, the most 

effective strategies are providing free education and promoting decentralization: 

“It seems that artificial intelligence will lean towards capitalist policy 

frameworks, although there are independent organizations as well, but 

most users will gravitate towards tech giants. The only solution to over-

come this is free education and decentralization.” (P1) 

In summary, AI systems can inherit and amplify the biases of their human creators, as 

there is no such thing as truly "unbiased" data, and overreliance on AI-generated insights 

and forecasts can be risky, as the outputs may be incomplete or skewed by these under-

lying biases.  
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Many AI systems, especially large language models, are developed primarily using 

data from Western, English-speaking contexts, which can result in a lack of cultural sen-

sitivity and an American-centric worldview, leading to misalignment with the realities 

faced by diverse user groups and communities. Furthermore, the lack of transparency in 

many modern AI systems, whose decision-making processes are not easily interpretable, 

raises significant ethical concerns, as it makes it difficult to understand, audit, and verify 

the safety and security of these systems. Finally, the collection and processing of large 

amounts of personal data by AI systems pose significant risks to individual privacy if the 

data is not properly secured and protected. 

According to expert interviews, there are a number of key solutions to address the risks 

and ethical concerns associated with using AI. Increasing futures literacy across society 

will make the public more resistant to biased, profit-driven visions of the future. Addi-

tionally, concrete legal policymaking is needed to govern the ethical implementation of 

AI and, decentralized approaches to AI development and deployment can help curb the 

dominance of a few large tech companies, ensuring more diverse perspectives and ac-

countability. 

In Section 5.2, the risks and ethical implications of the use of AI, as well as its solutions 

will be discussed. 
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4.3 Limitations and challenges 

Regarding limitations and challenges of using AI in corporate foresight, four sub-

themes are presented in Table 5: data dependency, algorithmic limitations, resource lim-

itations and integration and adoption limitations. 

Table 5: Limitations and challenges  

Theme 3 Sub-theme Condensed meaning 
unit 

Condensed meaning 
unit 

Interpretation of the 
underlying meaning 

Description close to the 
text 

Limitations and 
challenges 

Data  
Dependency 

Absence of transpar-
ency around the data 
source. 

Some context and  
innovation is missing. 

Algoritmic  
limitations 

lack of common-sense 
reasoning 

Challenges with under-
standing Causal  
Reasoning. 

Inability to transfer 
learning across domains 

Most AI models cannot 
easily transfer 
knowledge gained in 
one domain to excel in 
another unrelated do-
main. 

Lack of Explainability Cannot easily explain 
their decision-making 
process. 

Inability to grasp  
meaningful connections 

Failure to perceive 
meaningful connections 
and systemic levels. 

Resource  
limitations 

Requirement for Large 
Datasets 

Require massive labeled 
datasets for training, 
which can be costly and 
difficult to obtain. 

Narrow specialization Lacking the general  
intelligence and flexibil-
ity of the human mind. 

Integration and 
adoption  

limitations 

Cumbersome  
regulations 

 Excessive rules for  
users and developers 
will limit its expansion. 

4.3.1 Data Dependency 

Experts highlighted several significant limitations of AI concerning the dependency of 

AI systems on data. Beyond the data quality concerns, experts pointed to political 
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decisions that restrict certain communities from accessing or using AI technologies as 

another significant limitation. Additionally, there is still a stigma or "shame" associated 

with admitting when a task was performed by AI rather than humans, which further ham-

pers the adoption and utilization of these technologies. Furthermore, the constraint on the 

creative and innovative potential of AI is seen as a significant shortcoming: 

“The main question is where the data comes from. If the algorithm is good, 

but the data is incomplete or not correct, it will not give a good result, so 

there are organizations ahead that have better and more data. Also, choos-

ing a service provider organization will be a great challenge.” (P1) 

Not everyone is familiar with the literature on the use of artificial intelli-

gence (AI). Additionally, political decisions that restrict some communi-

ties' use of AI are another limitation. Beyond that, the shame of admitting 

that a task was done by artificial intelligence restricts the data. We need 

to get past this stage so that the outputs of artificial intelligence can also 

be acceptable. Using it is not necessarily taboo. (P3) 

The responses of artificial intelligence are not creative, because the 

knowledge of artificial intelligence comes from previous knowledge and is 

not new. (P3) 

Expert (P9) was agreed on this view as well. 

4.3.2 Algorithmic limitations 

According to the experts interviewed, one of the key limitations of current AI systems is 

their inability to propose complex, multidimensional solutions that are required in many 

real-world business scenarios. Additionally, another limitation is the "black box" nature 

of many AI algorithms, where the internal workings and decision-making processes are 

opaque and not readily explainable. Another significant constraint is the inherent "time 

freeze" of AI systems, which can only access and process data up to a specific cutoff date. 

This temporal limitation can hamper the real-time responsiveness and relevance of AI-

generated insights: 

It cannot propose complex and multidimensional solutions that are actu-

ally needed in business. (P3) 

The connection between values, meanings, subjective meaning, and con-

textual meaning, as well as social complexity, are limitations that current 

AI systems cannot overcome. (P7) 

“Except with explainable AI, all the other types of AI are black box, and 

we don’t know how they work.” (P4) 
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“One of the limitations that artificial intelligence has is time freeze. It has 

access to information only up to a specific date. Beyond the fact that not 

all companies have access to all the data that is available on Google, you 

cannot have the same data that you see on the internet in your AI system 

on the same day. It usually takes from a few days to a few months for their 

system to ingest and be ready to use that data. Artificial intelligence also 

has a learning model like humans, which takes time to learn before we can 

ask questions of it.” (P10) 

4.3.3 Resource limitations 

The experts expressed several resource-related limitations surrounding the effective im-

plementation of AI systems. One key constraint they identified is the shortage of individ-

uals who possess the necessary expertise in both AI development and foresight/futures 

studies: 

“One of the limitations is lack of trained person in both so we should make 

a team of AI expert and foresight expert to solve this challenge. multidis-

ciplinary team might work in this regard. for example, hospitals hire en-

gineers for machinery fixing.” (P8) 

Furthermore, the successful deployment of advanced AI capabilities may be limited to 

organizations with the financial resources and willingness to invest in these high-end so-

lutions. The "company's willingness or capability for investment" can be a significant 

barrier to unlocking the full potential of AI: 

“The most powerful software’s are behind the paywall and the company's 

willingness or capability for investment is the matter.” (P8) 

4.3.4 Integration and adoption limitations 

One significant issue the experts identified regarding the integration and adoption of is 

the difficulty of LLM models in making connections and comparisons between concepts 

or domains that are not obviously related. This poses a challenge for applications that 

require cross-domain understanding and analysis. 

Additionally, LLMs do not excel at grappling with systemic-level complexities. While 

these models may initially provide responses that appear well-structured, the output can 

lack the coherence and contextual understanding necessary to make sense of intricate, 

multi-faceted problems: 
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These large language models are not good at comparing issues which are 

not obviously connected. If the language is different (for example you have 

something in two domains that you want to compare, and the language is 

completely different) LLMs cannot make the connections and understand 

the similarities and differences between two domains. It also does not un-

derstand systemic levels very well. If you ask for a breakdown, it might get 

something that looks nice at first hand, but then you start thinking deeper, 

it is a list that is produced and does not make any sense. (P8) 

In sum, the experts expressed several key limitations and challenges surrounding the 

use of AI in corporate foresight. A fundamental constraint is the dependency of AI sys-

tems on data. The inherent "time freeze" of AI systems, which can only access and process 

data up to a specific cutoff date, also hampers the real-time responsiveness and relevance 

of AI-generated insights. 

Another significant limitation is the inability of current AI systems to propose com-

plex, multidimensional solutions required in many real-world business scenarios.  LLMs 

do not excel at grappling with systemic-level complexities, and their output can lack the 

coherence and contextual understanding necessary to make sense of intricate, multi-fac-

eted problems. Additionally, the "black box" nature of many AI algorithms, where the 

internal workings and decision-making processes are opaque, further constrains their 

transparency and explainability.  

Experts also pointed to resource-related limitations, such as the shortage of individuals 

possessing expertise in both AI development and foresight/futures studies. The successful 

deployment of advanced AI capabilities may also be limited to organizations with the 

financial resources and willingness to invest in these technologies. 

Furthermore, experts identified issues regarding the integration and adoption of large 

language models (LLMs), which can struggle to make connections and comparisons be-

tween concepts or domains that are not obviously related. This poses a challenge for ap-

plications that require cross-domain understanding and analysis. Section 5.3 will address 

the limitations and challenges of using AI in corporate foresight. 

4.4 AI future trends 

The trends mentioned in the interview can be divided into two main categories: the As-

sistant Approach and the replacement approach. 

In the first category, Assistant Approach, trends indicate that AI will make significant 

advancements in the future, in terms of improving human-like capabilities. This includes 

the ability to establish better verbal communication, as well as the capacity to perceive 

and convey senses like smell, sound, and touch. Ultimately, this could make AI a viable 
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option for producing visual scenarios. Additionally, AI can generate accurate statistical 

reports from meetings and interviews: 

“We will have a speech recognition model that works with a robot and can 

have different types of environmental awareness. It can understand dimen-

sions of the space and move there and understand emotional state from 

reading face of people in the meeting room and can have big data analy-

sis.” (P9) 

“AI will be specialized in futures studies, taking on the role of futurists. AI 

would help in all phases of foresight work, maybe after 10 years we can 

consider it as a similar tool to grammar check in Microsoft Word. AI can 

make graphs out of report text to improve communication. Visualization 

AI tools will develop significantly and can generate visual scenarios. AI is 

also developing to be more speech-oriented and intuitive, like a conversa-

tional partner rather than just a source of relevant information.” (P8) 

“AI visuality development could support corporate foresight practices- 

feel of all senses through variable sensors.” (P7) 

The Replacement Approach is the second category, where some interviewees believed 

that AI will soon entirely replace certain professions, including foresight experts. Their 

perspective was that the use of AI will become widespread, where individuals or organi-

zations can customize specific types of AI based on their needs. In this approach, corpo-

rate foresight experts would only contribute to product development, and companies 

could order specialized AI packages with unique capabilities to use for their future plan-

ning needs: 

“Meta history says there is an overall global trend where the world is be-

coming more complex every day. So, if we accept this view, we are prison-

ers for an intelligence greater than ourselves, and this is a trend that ulti-

mately either ends the age of humanity or produces another species that 

we don't know is biological, silicon-based, or a combination of the two! 

Elon Musk says general AI should not be created, but I believe it will be 

built eventually. It's just a matter of time! In this process, artificial intelli-

gence will soon replace humans and do the work of futurists. 

Artificial intelligence, with the help of blockchain, can influence people's 

opinions and form a harmonized democracy for decision-making. We usu-

ally select one or more capable individuals to make decisions, and the 

opinions of others are not considered.” (P2) 

“We will have trained corporate foresight models that can do 100% 

knowledge work of corporate foresight. Artificial intelligence is disruptive 

technology, not eliminative- we should think more peaceful about it.” (P4) 

Future trends of AI will be discussed in Section 5.4. 
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4.5 Role of human experts in AI-based corporate foresight 

Identifies sub-themes in the role of human expert in AI-based corporate foresight catego-

rized into Model training and refinement, Domain expertise, responsibility, and specific 

human capability shown in Table 6. 

Table 6: Role of human experts in AI-based corporate foresight 

Theme 5 Sub-theme Condensed meaning 
unit 

Condensed meaning unit 

Interpretation of the 
underlying meaning 

Description close to the text 

Role of  
human  

experts in 
AI-based 
corporate 
foresight 

 

Model  
training and  
refinement 

Helping in enhancing 
the accuracy, reliabil-
ity, and robustness of 
the AI systems. 

Training and refinement of AI 
models by annotating data, vali-
dating model outputs, and provid-
ing feedback to improve the sys-
tem's performance over time. 

Domain 
 expertise 

Providing the deep  
domain knowledge 
and contextual  
understanding 

Human expertise helps in framing 
the right problems, identifying rel-
evant data sources, and interpret-
ing the outputs generated by AI 
systems. 

Responsibi-
lity 

Establishing clear 
lines of accountability 
and effective over-
sight mechanisms to 
monitor the use of AI 

This supports trust, accountability, 
and responsible use of AI technol-
ogies. 

Spesific  
human  

capability 
  

Creativity and innova-
tion 

Humans possess the ability to 
generate novel, imaginative ideas, 
and solutions. 

Managing complexity Humans have a deep understand-
ing of the world and the ability to 
reason about complex, contextual 
information and also flexibility 
and broad problem-solving. 

Sensory perception  Human senses provide with a 
multifaceted, integrated under-
standing of the world. 

Movement and mobil-
ity 

Humans perform a vast array of 
complex movements with ease 
and adaptability. 

Cognitive abilities It reflects an individual's curios-
ity, desire to understand, and at-
tempt to gain new knowledge or 
clarification. 
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4.5.1 Model training and refinement 

According to one of the expert interviewees, the role of human experts is critical in the 

model training and refinement process when using AI for corporate foresight. While AI 

can excel at knowledge-based tasks, human foresight experts are essential for identifying 

and addressing the limitations or flaws in the AI models: 

“Artificial intelligence performs very well in knowledge-based work, and 

it is possible that it will soon outperform humans in all fields, including 

foresight. However, this does not mean that this expertise will be lost, be-

cause there will always be a need for a group of people who need to correct 

the flaws, and this is not a computer science job, but rather the job of a 

foresight expert.” (P4) 

4.5.2 Domain expertise 

While AI can excel at processing vast amounts of data and generating insights, human 

foresight experts play a vital role in providing the deep domain knowledge and contextual 

understanding necessary to ensure the relevance and reliability of the AI-generated out-

puts. The experts' ability to fine-tune the AI models, moderate the content, and critically 

evaluate the AI's findings is essential for translating the AI-derived insights into mean-

ingful and actionable foresight: 

“One of the tasks of the corporate foresight practitioner will be to work 

with the AI models, content moderation, fine-tuning, and also read the out-

puts and determine whether the answers are relevant or not.” (P4) 

Expert (P8) was agreed on this view as well. 

“Despite the advancements in artificial intelligence, contextual meaning 

in knowledge, the human judgment and definition of the boundaries be-

tween different options and solutions remains a crucial role for experts in 

corporate foresight.” (P7) 

4.5.3 Responsibility 

The human experts' role in testing the transparency of AI systems, validating the models, 

and taking responsibility for the AI-derived insights is crucial for ensuring the ethical and 

responsible use of AI within the corporate foresight project: 
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“Inhouse transparency testing for the developers also for the customers 

before purchasing is a human responsibility.” (P9) 

“In the use of artificial intelligence in corporate foresight, the role of hu-

man expertise emerges in the realm of control. Likewise, where there is a 

need for accountability and responsibility, to answer the reasons behind 

the models and so on, an expert is required to examine, validate, and be 

present everywhere to say, 'I am responsible'.” (P4) 

“It seems that artificial intelligence can be like a co-pilot - it increases the 

speed of task completion, but the guidance is still with the human.” (P10) 

4.5.4 Specific human capability 

The experts emphasized that while AI can excel at processing and analyzing vast amounts 

of data, the ability to envision the future and generate novel, innovative ideas remains a 

uniquely human task: 

“Envisioning the future is a human task. We shape the world, but artificial 

intelligence collages data and puts it together.” (P2) 

“It does not produce new ideas. Man is the author.” (P1, P3) 

This suggests that even as AI systems become increasingly sophisticated in their abil-

ity to uncover patterns and generate insights from data, the creative and innovative think-

ing required for corporate foresight remains a domain where human experts are irreplace-

able. 

Additionally, the experts' views highlight that the human capacity to navigate complex, 

ambiguous, and rapidly changing environments is a key advantage over AI. It shows that 

the ability to reason about complex and contextual information, as well as the flexibility 

and broad problem-solving skills of human experts, are essential when dealing with the 

intricate and multifaceted challenges of corporate foresight: 

“Humans are still needed to manage the complexities of the human 

world.” (P1) 

“In some decision-making process AI is very good but in complicated and 

critical ones we need humans for example firm level strategy.” (P5) 

The expert interviewees thought that the depth and complexity of human perceptive 

and cognitive capabilities and the ability to integrate multifaceted information from the 

world around them; It is specific to humans and artificial intelligence does not yet have 

such a capability. As one interviewee explained: 

 

 

 



47 

“AI is much more capable of doing pattern matching within a certain 

frame of reference but in matching outside of specific frame human is bet-

ter for example if you are a two-year-old child, you can immediately dis-

tinguish a cat from a dog, but AI needs millions of cats and dogs’ images 

and supervision and everything to distinguish. Also, Human sensory sys-

tem is more complicated than AI, when we need that kind of decision mak-

ing, we need humans.” (p5) 

Another interesting aspect that was raised was that: Adaptability and versatility of hu-

man movement and mobility is remarkable, which AI systems have yet to fully replicate. 

While robots may excel in specific, structured environments, human experts possess the 

unparalleled capacity to navigate diverse physical spaces and effortlessly manipulate a 

wide range of objects: 

“And even the best robots cannot move like humans do. We are still very 

capable of navigating through vastly different physical environments. We 

also remain highly capable of manipulating a wide variety of objects.” 

(P5) 

As a final point, asking questions is another unique human cognitive trait that AI sys-

tems are still unable to replicate. While AI may excel at processing and analyzing data to 

provide answers, it is the human experts, driven by their curiosity, desire to understand, 

and quest for new knowledge, who can identify the right questions to ask in the first place: 

“AI is not good at asking questions, it might be better at answering. It 

cannot generate surprising questions that the futurists might not think of 

themselves.”  (P8) 

Expert (P2) was agreed on this view as well. 

In brief, Human foresight experts play a critical role in the model training and refine-

ment process when using AI for corporate foresight. Furthermore, their deep domain 

knowledge and contextual understanding are vital for ensuring the relevance and reliabil-

ity of the AI-generated outputs. Additionally, their role in testing the transparency of AI 

systems, validating the models, and taking responsibility for the AI-derived insights is 

crucial for ensuring the ethical and responsible use of AI within corporate foresight pro-

jects. 

Experts emphasized that the creative and innovative thinking as well as the flexibility 

and broad problem-solving skills of human experts, required for corporate foresight re-

mains a domain where human experts are irreplaceable. Moreover, the depth and com-

plexity of human perceptive and cognitive capabilities, the adaptability and versatility of 

human movement and mobility, and the unique human ability to ask the right questions 

are all key advantages that human experts possess over current AI systems. In Section 

5.5, role of human experts in AI-based corporate foresight will be discussed.  



48 

4.6 Temporal dimension 

Short-term vs. long-term impacts, and temporal biases and limitations are two catego-

ries under the temporal dimension theme that is presented in Table 7. 

Table 7: Temporal dimension 

Theme 6 Sub-theme Condensed meaning 
unit 

Condensed meaning 
unit 

Interpretation of the 
underlying meaning 

Description close to the 
text 

Temporal  
dimension 

Short-term vs. 
Long-term  

Impacts 

Benefits and risks of  
using AI for corporate 
foresight 

Immediate Efficiency 
Gains and Rapid  
Response vs. Challenges 
in Interpretability and 
Overreliance on AI  
Predictions. 

Adaptability and  
Responsiveness to  
rapidly changing market 
conditions and  
emerging trends. 

Ability to detect and  
respond to short-term 
disruptions versus  
long-term shifts. 

Temporal  
Biases and  
Limitations 

Potential temporal  
biases or limitations that 
AI-driven foresight may 
introduce. 

Over-reliance on histori-
cal data or difficulties in 
predicting radical, dis-
continuous change. 

Technological  
obsolescence due to 
rapidly evolving AI 

The specific tools and 
techniques used for cor-
porate foresight may  
become obsolete over 
time, requiring foresight 
practitioners to continu-
ously adapt and invest in 
the latest AI capabilities. 

4.6.1 Short-term vs. Long-term Impacts 

Some experts caution against putting "too much reliance on AI outputs," warning that 

this could lead to "problems in the future" due to incomplete knowledge and overconfi-

dence in AI's infallibility. They further elaborate on the risk of AI causing people to "turn 

off parts of our brains" and lose the ability to thoughtfully analyze questions and chal-

lenge answers. For example, AI may surpass human writing skills, implying a potential 

decline in human writing abilities. On the positive side, they note that once general AI is 
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achieved, it may enable "complete and good models for predicting the future" - a capa-

bility that could dramatically accelerate and enhance foresight and futures studies: 

“Putting too much reliance on AI outputs may lead to problems in the fu-

ture, being part of the majority of the colony of people who have used ar-

tificial intelligence but have incomplete knowledge and believe that it is 

correct.” (P1) 

“The fear I have is that the use of artificial intelligence will become like 

Google. We used to study and ask people, we accepted that some questions 

have no answers, or their answers are very difficult, but after Google, this 

mindset changed. I'm afraid that we won't think about our questions and 

won't nurture our questions. We turn off parts of our brains, like using a 

calculator and contact lists. We don't focus on our questions, we don't con-

centrate on the question until it matures, we just go and ask quickly. Sec-

ondly, we think that the wise god-like human has given an answer, and it 

is certainly correct and knows more than everyone else, and this makes us 

not doubt it. So gradually, in the long run, it takes away our ability to ask 

questions, analyze them, and search, while the civilized human asked ques-

tions and progressed.” (P2) 

“One of its strengths in the future may be that it can type faster than a 

human, as writing skills may decline due to digitalization.” (P8) 

The use of AI in corporate foresight projects can have short-term and long-term effects 

that require a nuanced approach. If the development of AI is controlled by the interests 

of an organization that is pursuing its own immediate gains, it can have destructive effects 

in the future. Conversely, if it is guided by the new concepts of green-blue companies, it 

could have good effects for society and the planet in the future: 

“One point is that the very concept of a "corporate" is unstable. The evo-

lution of future organizations is also important. If an organization whose 

sole purpose is to make money dominates artificial intelligence, it can be 

very destructive. But if our view of the company changes, and we have a 

green-blue organization, then artificial intelligence can cause people to 

gain the right overall perspective and better regulate their relationships 

with others. An organization that collaborates to do what everyone wants. 

If it can use artificial intelligence to collect the desired future image of 

individuals and present a society from that image where everyone has the 

right role and everyone is working towards the growth and goodness of 

others and society, it could become a film that shows our future. But it 

must be ethical, and no one should be able to manipulate it. If such work 

is done, it will be a great help for humanity.” (P2) 
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4.6.2 Temporal Biases and Limitations 

One expert highlights a key limitation of AI-powered predictive models, particularly 

regarding complex, dynamic systems like financial markets. This reflects a temporal bias 

inherent in many AI models, which excel at identifying and extrapolating patterns from 

historical data, but struggle to account for sudden, unanticipated changes that disrupt 

those patterns. In rapidly evolving, nonlinear environments prone to radical shifts, the 

static, backward-looking nature of AI predictive capabilities can prove inadequate. Lack-

ing access to the "correct data," which may be inherently challenging to acquire in com-

plex, discontinuous scenarios, AI outputs will have limited capability in predicting dra-

matic, nonlinear shifts: 

“In this regard, I recalled an example from my university days. I had a 

friend who was working on predictive models for the stock market (we have 

a set of algorithms in artificial intelligence that can predict what events 

are going to happen). After a year, my friend changed the subject, and the 

reason was that the factors affecting the Iranian stock market are too many 

and cannot be measured. Artificial intelligence needs the right data. If you 

cannot provide it with the correct data, you cannot have the right output.” 

(P10) 

One expert hint at the profound impact that the emergence of true general AGI could 

have on the practice of future forecasting and foresight. He argues that the technological 

foundation of foresight activities is continuously changing, with advancements in AI 

swiftly outpacing and making former tools and methodologies outdated. For foresight 

practitioners to remain impactful, they will need to continuously invest in and adapt to 

the latest AI advancements: 

“We still do not have general artificial intelligence, and it is unclear when 

we will have it. But once we reach that point, it is possible that certain 

individuals will be able to provide us with complete and good models for 

predicting the future. If such a thing were to happen, the story of humanity 

would change, and it would not just be corporate foresight practitioners 

who need to take action - it would directly impact the future of this planet. 

It is better that we are not just passive consumers.” (P3) 

There will be a discussion of the temporal dimension in section 5.6. 
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5 DISCUSSION 

In this chapter, the thesis analyzes the results, and its purpose is to provide an overview 

of how the use of AI affects corporate foresight. 

The following sections discuss and critique the six themes that emerged from the inter-

views and try to find best answers for research questions: Benefits of using AI, Risks and 

ethics, Limitations and challenges, future trends, Role of human experts in AI-based cor-

porate foresight, and Temporal dimension.  

5.1 Benefits of using AI: 

As author mentioned earlier in section 2.3, Secco et al. (2023), introduced a visual 

approach for displaying trends that integrate statistical methods and AI techniques. The 

findings of the current research are thus aligned with the previous scholarly contributions 

in this domain. 

Moreover, these findings are consistent with the previous studies conducted by Secco 

et al. (2023), which acknowledge the potential for incorporating additional data sources, 

such as patent information, to further strengthen the proposed methodology. These sup-

plementary data sources may offer insights into more mature technological developments.  

Furthermore, they suggest that the integration of explainable AI approaches could be lev-

eraged to evaluate the decision-making processes of hybrid predictive models, thereby 

enhancing their transparency and interpretability. 

Furthermore, based on Dilmegani (2024) and interview results, the use of AI in corpo-

rate foresight offers several key benefits. The answer to the research question is: First, AI 

facilitates data integration by combining information from multiple sources into a unified, 

meaningful format, enabling valuable insights to be extracted from the high volume of 

data. Second, AI can automate data filtering and quality control tasks, improving data 

management and monitoring to ensure the integrity and reliability of data for advanced 

analytics. Additionally, AI-powered data visualization tools can develop dashboards and 

visual representations to convey data insights more effectively and aesthetically, aiding 

in scenario-making and visualization. Finally, AI can transform unstructured data into the 

required formats for advanced analytics, unlocking the potential of diverse data sources 

to inform corporate foresight. 
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5.2 Risks and ethics 

The results of this study show that the use of AI systems in corporate foresight carries 

significant risks and ethical concerns. Although AI still has a significant advantage over 

humans in a number of areas, it remains limited. Firstly, AI systems can inherit and am-

plify the biases of their human creators, as there is no such thing as truly "unbiased" data. 

The analogy of AI as a "parrot" that "just puts words together" further underscores this 

deontological concern. If AI is merely recombining existing information in an automated 

way, rather than engaging in genuine reasoning, then it’s out-puts may lack the moral 

grounding required for truly ethical decision-making. This can lead to the outputs of AI-

generated insights and forecasts being incomplete or skewed by these underlying biases, 

posing a risk of relying on such outputs. 

Furthermore, many AI systems, particularly large language models, are developed pri-

marily using data from Western, English-speaking contexts. This can result in a lack of 

cultural sensitivity and an American-centric worldview, leading to a misalignment with 

the realities faced by diverse user groups and communities. Additionally, the lack of trans-

parency in the decision-making processes of many modern AI systems raises significant 

ethical concerns, as it makes it difficult to understand and verify the security of these 

systems. 

Moreover, the collection and processing of large amounts of personal data by AI sys-

tems pose substantial risks to individual privacy if the data is not properly secured and 

protected. In addition to providing an answer to the research question regarding the risks 

of using AI, these findings are in accordance with previous studies that have addressed 

the ethical implications of using AI. 

To address these risks and ethical concerns, expert interviews have identified a number 

of key solutions. Increasing future literacy across society will make the public more re-

sistant to biased, profit-driven visions of the future. Furthermore, based on the findings 

of this research, concrete legal policymaking is needed to govern the ethical implemen-

tation of AI, and decentralized approaches to AI development and deployment can help 

curb the dominance of a few large tech companies, ensuring more diverse perspectives 

and accountability. 

Any attempt to actively prevent AI development will likely be limited to local and 

temporary measures since there is no global organization capable of imposing a perma-

nent ban on its development. 

Regulations ought to be established by governments and regional or global unions. 

The AI100 (Littman et al., 2022) report corroborates this view, indicating that as AI-

human interaction intensifies, more legal and ethical issues arise. Torresen (2018) high-

lighted the significance of legal frameworks concerning AI accountability and ethical 

matters. Furthermore, Jiang et al. (2021) drew attention to the current AI regulations' 
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deficiencies in standards and safety. Addressing the consequential risks and biases inher-

ent in AI data production and usage must be a top priority for AI developers, policymak-

ers, and ethicists as these technologies continue to advance and become more pervasive 

in our society. 

The overall message is that we cannot blindly trust AI to be unbiased or objective - the 

systems reflect the limitations and flaws of their human origins and development pro-

cesses. 

5.3 Limitations and challenges 

In response to one of the research questions, the expert interviews and prior literature 

highlight key limitations and challenges in using AI for corporate foresight. A fundamen-

tal constraint is the dependency of AI systems on data, as their "time freeze" limits real-

time responsiveness. Another limitation is the inability of current AI, especially large 

language models, to grapple with the complexities and multidimensional solutions re-

quired in real-world business scenarios. The "black box" nature of many AI algorithms 

also constrains their transparency and explainability. Experts noted resource-related lim-

itations, such as a shortage of individuals with expertise in both AI and foresight. The 

successful deployment of advanced AI may be limited to well-resourced organizations. 

Furthermore, experts identified issues with the integration and adoption of language mod-

els, which can struggle to make connections across disparate domains.  

As mentioned in the literature review, securing the appropriate data corpus to train a 

Large Language Model (LLM) presents a formidable challenge. It involves meticulously 

filtering out toxic language and ensuring a balanced and diverse dataset—a task that re-

quires continuous refinement. (Fayyad and Fayyad, 2023) 

Ferràs-Hernández (2018) presents a bold and somewhat alarming vision of the future. 

The author suggests that the emergence of a "future digital CEO" and "self-driven com-

panies" is within the realm of possibility. Such a development could signal the obsoles-

cence of management science. However, he also notes that humans' greatest asset is their 

intuition in strategic management, which is linked to "creative thinking and art." Cur-

rently, while intelligent machines excel at identifying patterns and answering questions 

more effectively than humans, they lack the ability to pose questions. 

Overall, the expert interviews and literature align in identifying these key limitations 

surrounding the use of AI in corporate foresight. 
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5.4 Future trends 

The literature and expert opinions have raised concerns about the potential for excessive 

enthusiasm and public relations around AI projects to trigger another "AI winter"(Yesnit-

sky, 2020). Given the history of ambitious but ultimately unrealized AI projects, there is 

a question of whether the cycle identified by Yesnitsky (2020) is likely to recur, and if 

so, how the timeline of such cycles can be estimated. On the contrary, Bostrom (2014, p. 

74) argues that a rapid increase in optimization power is imminent. This surge will stem 

from growing investments in resources like capital and hu-man researchers. As AI sys-

tems acquire more capabilities, they will also contribute to enhancing optimization power. 

The current literature identifies three primary scholarly research perspectives: 1) the en-

hancement perspective, which views AI as supplementary assistance to existing leader-

ship functions; 2) the replacement perspective, which predicts AI will supplant both fol-

lowers and leaders, leading to robot leadership and management; and 3) the skeptical 

perspective, which considers AI to be an "oversold idea," suggesting that the potential 

and impact of AI in the modern world are overstated, and AI robots will never fully re-

place human leaders. (Titareva, 2021) Similarly, the results of the expert interviews also 

stated that the future of AI can have two scenarios: either it will remain as a human assis-

tant or it will replace them. In this way, the idea of "oversold" and the idea of "enhance-

ment" can be categorized under "assistant," and the future that sees AI replacing humans 

can be placed in the other category. 

Regarding the idea of humans being replaced by AI, a thought-provoking theory has been 

proposed. It seems that if a specific event does not disrupt its course, this idea has the 

potential to be realized and could determine the future of humanity in an unprecedented 

way. The Singularity Hypothesis suggests a period of swift, iterative improvements in AI 

capabilities once they contribute to their own research. This hypothesis implies a cata-

strophic risk, as an "intelligence explosion" from such progress could create highly ad-

vanced artificial systems that may pose a danger to humanity if they do not align with 

human interests. Chalmers (2010) presents the argument for the Singularity Hypothesis: 

the rise of AI is inevitable in the near future, with subsequent versions of AI (termed AI+ 

and AI++) emerging shortly thereafter. Chalmers (2010) categorizes AI as human-level 

AI, AI+ as surpassing the intelligence of most humans, and AI++ as far exceeding human 

intelligence. He supports the initial premise by arguing that if evolution could yield hu-

man-level intelligence, then theoretically, humans could replicate this artificially. The re-

cent rapid advancements in AI during the "deep learning revolution" lend further credi-

bility to this premise. (Bales et al., 2024). 

Chalmers (2010) identifies two main categories of obstacles that could hinder the 

emergence of super intelligent AI through a singularity-type recursive process. The first 

category, situational defeaters, encompasses natural or manmade disasters, resource 
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constraints, and other factors that could disrupt the recursive enhancement process. The 

second category, motivational defeaters, involves a lack of willingness among humans or 

AI systems to begin or continue the recursive improvement, as well as deliberate efforts 

to halt or disrupt this process (Bales et al., 2024). 

According to the results of this study, the first discussion point raises the question of 

how much we can rely on predictive models of AI. These models are inherently limited 

by being based on the hindsight of our current knowledge. Similarly, financial predictions 

often fall short because until an event actually occurs, there is inherent uncertainty about 

the outcome. 

The second discussion point focuses on trend lines and the awareness of future events. 

When we know what will happen and this awareness is widespread, it introduces a new 

variable that can alter the path of the projected trend. This suggests that simple extrapo-

lation of current trends may not be sufficient, as the awareness of future events can change 

the trajectory in unexpected ways. 

5.5 Role of human experts in AI-based corporate foresight 

As mentioned in the literature review, Fayyad and Fayyad (2023) highlight the im-

portance of human involvement in the loop for optimal outcomes. They argue that human 

intervention is crucial not only for necessity but also for establishing trust in AI, ensuring 

its healthy evolution, and delivering more reliable solutions to real-world problems. 

Spitz (2020) lends support to the notion that "as AI continues to develop, machines 

could become increasingly legitimate in autonomously making strategic decisions, where 

today humans have the edge" (p. 5). Spitz (2020) argues that a general level of intelligence 

is not a prerequisite for AI to surpass humans in specific strategic management domains. 

Given the exponential evolution of AI, including advancements in the field of artificial 

emotional intelligence, Spitz (2020) suggests that humans must become "agile, antifragile 

and anticipator (AAA)" to maintain their superiority in decision-making processes. Fail-

ure to do so may result in a shift from the traditional C-suite to an "A-suite" where AI 

systems assume a more prominent role in strategic decision-making (Spitz, 2020). 

Foresight practitioners are required to make judgments, draw inferences through logi-

cal reasoning, and take rational actions. However, the question arises whether an AI-pow-

ered foresight practitioner should also possess emotional states, such as hate, love, anger, 

ambition, hope, or desire. If not, how effective would the actions of an emotionally iso-

lated entity be within a human population? Emotional states can have an "asymmetric" 

impact even in today's human-centric business world, and it cannot be asserted that they 

have a solely positive or negative effect on project performance. For instance, in the 
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decision-making process, some emotions may enhance performance, while in other con-

ditions, the outcome could be detrimental (Unal & Kilinc, 2021). 

Given the asymmetric nature of emotional impact, further questions arise: Can we suc-

cessfully transfer the "beneficial" emotions to AI or eliminate the "harmful" ones? Would 

it be better for AIs to make purely rational decisions isolated from emotions? Or should 

AI think and act in a "human-like" manner? Additionally, how can we ensure that AI is 

consciously aware, despite exhibiting intelligent behaviors? The state of consciousness is 

a multidisciplinary challenge and the "last enigma of humankind," closely related to the 

mind-body problem in philosophy (Unal & Kilinc, 2021). 

This finding is consistent with the previous studies, while AI has demonstrated victo-

ries in specific domains, this does not necessarily imply that AI is completely superior to 

humans. The current AI systems are operating at a "narrow AI" level, lacking the broad, 

general capabilities possessed by humans. These narrow AI systems that have achieved 

victory in particular tasks do not possess the capability to cause a revolutionary transfor-

mation in social systems or a paradigm shift, which would require the development of 

AGI (Unal & Kilinc, 2021). 

It appears that foresight practitioners will need to combine robust futures-thinking 

skills with increasingly sophisticated analytical tools to effectively manage their projects.  

5.6 Temporal dimension 

The results of this study show that the use of AI in corporate foresight projects can have 

both short-term and long-term impacts, and a nuanced approach is required to address 

these temporal dimensions. 

The results of this study show that some experts caution against putting too much re-

liance on AI outputs, warning that this could lead to problems in the future due to incom-

plete knowledge and over-confidence in AI's infallibility. Furthermore, they elaborate on 

the risk of AI causing people to turn off parts of their brains and lose the ability to think 

critically and challenge answers. 

Alternatively, as mentioned in the literature review, in contrast to the claims made in 

Section 5.3, Unal & Kilinc (2021) argue that AI has not yet achieved the capability to 

solve the NP problem. Therefore, they contend that AI will not be able to replace human 

intelligence in the near future: 

The challenging issues in the field are "non-deterministic polynomial time" (NP) prob-

lems and "NP-complete" problems. These complex problems remain unsolved even after 

extensive processing by a Turing Machine (i.e., a computer). Researchers are tasked with 

overcoming these obstacles. Without such breakthroughs, discussing or forecasting the 

future of AI, capable of exhibiting complete human-like intelligence, is futile. Currently, 
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the Turing Machine cannot solve these complex problems and does not match the human 

brain's capabilities. The computer scientist's "toolbox" is not yet ready for an AGI revo-

lution. Therefore, it is considered premature to expect AI to perform actions specific to 

humans and assume all human-centric tasks. Predictions for the feasibility of such ad-

vancements range from 50 to 150 years. (Unal & Kilinc, 2021)  

Alternatively, Farrow (2020) believed that by 2038, the use of AI as an advisory or 

assurance service to augment leader decision-making would become a standard best prac-

tice in corporate leadership. 

According to the research results, if the development of AI is controlled by the interests 

of an organization that is pursuing its own immediate gains, it can have destructive effects 

in the future. Conversely, if it is guided by the new concepts of green-blue companies, it 

could have good effects on society and the planet in the future. 

The results of this study show that the technological foundation of foresight activities 

is continuously changing, with advancements in AI swiftly outpacing and making former 

tools and methodologies outdated. Investing in and adapting to the latest AI advance-

ments will be essential for foresight practitioners to remain effective. This suggests that 

a dynamic, forward-looking approach is necessary when incorporating AI into corporate 

foresight practices. 
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6 CONCLUSION 

The integration of explainable AI approaches can enhance the transparency and interpret-

ability of hybrid predictive models, providing valuable insights into their decision-mak-

ing processes. Additionally, AI offers several key benefits for corporate foresight. It fa-

cilitates data integration, automates data filtering and quality control, enhances data vis-

ualization, and transforms unstructured data into the required formats for advanced ana-

lytics. 

However, the research also highlights the risks and ethical considerations surrounding 

AI. While academic movements have proposed ethical models, legal policies are now 

needed to make these considerations authoritative and inclusive for companies to follow. 

Regulations should be established by governments and regional or global unions to ad-

dress the ethical and legal issues that arise from increasing AI-human interaction. 

Furthermore, the research identifies key limitations and challenges in using AI for cor-

porate foresight. These include the dependency on data, the inability of current AI to 

grapple with the complexities of real-world business scenarios, the "black box" nature of 

many AI algorithms, and resource-related limitations. The successful deployment of ad-

vanced AI may be limited to well-resourced organizations, and issues with the integration 

and adoption of language models can constrain their effectiveness. 

The future trends in AI highlight both the potential for a rapid increase in optimization 

power and the concerns about the possibility of another "AI winter" due to excessive 

enthusiasm and unrealized expectations. The literature and expert opinions present three 

primary perspectives: the enhancement, replacement, and skeptical perspectives. These 

suggest that the future of AI may involve it remaining as a human assistant or potentially 

replacing humans in some roles. 

The role of human experts in AI-based corporate foresight remains crucial. Human 

intervention is necessary not only for establishing trust in AI but also for ensuring its 

healthy evolution and delivering more reliable real-world solutions. While AI has demon-

strated superiority in specific domains, it does not necessarily imply complete superiority 

over humans. Current AI systems operate at a "narrow" level, lacking the broad, general 

capabilities of the human mind. These narrow AI systems, despite their victories in par-

ticular tasks, do not possess the ability to drive revolutionary transformations or paradigm 

shifts, which would require the development of AGI. 

The asymmetric impact of emotions on decision-making raises important questions. 

Can we successfully harness the "beneficial" emotions in AI while eliminating the "harm-

ful" ones? Should AIs make purely rational decisions devoid of emotions, or should they 

emulate human-like emotional cognition? Additionally, the challenge of ensuring con-

scious awareness in AI, despite its intelligent behaviors, remains a complex, multidisci-

plinary problem. 
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While some researchers argue that AI cannot solve NP problems and replace human 

intelligence in the near future, others foresee AI becoming a standard advisory or assur-

ance service for corporate leadership by 2038. 

The primary objective of this study was to identify interesting patterns and themes that 

could have practical applications as well as linkages to previous research. Nonetheless, it 

is important to recognize the active role the researcher plays in detecting such patterns 

and themes when conducting qualitative research. The researcher's personal theoretical 

perspectives, values, and prior experiences inevitably shape the qualitative research pro-

cess. As a result, the reliability of this thesis should be evaluated based on the transpar-

ency of the research and analysis procedures, as well as the clarity in the implementation 

of the chosen methodological approach (Braun & Clarke, 2006). 

Several potential limitations can be identified within the current study. As Braun and 

Clarke (2006) note, qualitative research and thematic analysis, in particular, are inherently 

subject to certain constraints. While thematic analysis offers flexibility in research design 

and the ability to examine broader conceptual patterns within large datasets, it is suscep-

tible to researcher bias due to the highly subjective nature of the analysis, which relies 

heavily on the researcher's judgment. To mitigate this limitation, the researchers report 

that they engaged in careful reflection on the choices made throughout the research pro-

cess and followed established step-by-step research guides for the research design and 

coding phases (Braun & Clarke, 2006). 

Another potential limitation of the study lies in the selection of interview participants. 

Most interviewees were either experts in the field of AI or foresight, rather than being 

required to have expertise in both domains. This may have resulted in a restricted range 

of experiences and perspectives being captured in the interview data, as the participants' 

knowledge and understanding were not necessarily integrated across the two relevant 

fields of study. 

The present study opens up several promising avenues for future research on the role of 

AI in enhancing temporal horizons within corporate foresight. One potential area of in-

vestigation is how AI can be leveraged to expand the temporal reach of organizational 

planning and decision-making. Researchers could explore how AI-powered tools and 

techniques can enable companies to anticipate and prepare for future scenarios more ef-

fectively, extending the temporal scope of their foresight capabilities.  

Another fruitful direction for future research lies in the realm of dynamic forecasting 

and scenario planning. Scholars could investigate how AI can contribute to more agile, 

real-time forecasting and scenario development, allowing organizations to continuously 

update their foresight models in response to changing conditions. 
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APPENDIXES  

Appendix 1. The original interview question in Persian 

 
 د؟ ييتخصص خود به من بگو  ممكن است ابتدا در مورد كار/

به آينده نگاري شركتي يا هوش  در حوزه مربوط ياحرفه  تي رشته تخصص و طول مدت فعال(
 مصنوعي)

 پرسش ابتدايي 

 ست؟يچ يشركت ينگار ندهيآ يهاپروژه يبرا يهوش مصنوع   يديكل يايطبق تجربه شما، مزا

  ي شركت ينگارندهيآ يهادر پروژه ي موفق هوش مصنوع  ياز كاربردها يي هانمونه ديتوانيم ايآ
  د؟ ياند ارائه دهدست آوردهكه به ي خاص يايو مزا

 
و  ستيچ آينده نگاري شركتي يهادر پروژه يمرتبط با استفاده از هوش مصنوع  خطرات
 خطرات را كاهش داد؟  نيتوان ا يچگونه م

در نظر   ي شركت ينگارندهي در آ ي در هنگام استفاده از هوش مصنوع  د يبا يملاحظات اخلاق چه
  پرداخت؟  هاينگران نيا به توانيگرفته شود و چگونه م

 
وجود   يشركت ينگارندهيدر آ يهوش مصنوع   يسازادهيدر پ  ييهاچالش اي  ها تيمحدود ايآ

  ها غلبه كنند؟ بر آن تواننديدارد، و چگونه متخصصان م
 

  يشركت ينگارندهيآ يهاكه احتمالاً بر پروژه يدر هوش مصنوع  ندهيآ يهاشرفتيو پ  روندها 
  ؟ يمآنها آماده شو يبرا ديو چگونه با  ستيچ گذارد،يم ريتأث
 

و   ستيچ *يبر هوش مصنوع  يمبتن  يشركت يرانگ  ندهيآ ي هادر پروژه ي تخصص انسان نقش
برقرار  يهوش مصنوع   يهاتميقضاوت انسان و الگور ني ب  يتعادل مناسب ميتوانيچگونه م

  م؟يكن
  

  يهايبه استفاده از فناور  يبر هوش مصنوع   يمبتن يشركت ينگارندهي، آپژوهش ني* در ا
 اشاره دارد.  يرانگندهيآ ندي كمك به فرآ يبرا يهوش مصنوع 

 پرسشهاي پژوهش 
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Appendix 2. The Original Interview Invitation  

Dear... 

 

I trust this message finds you well. My name is Samaneh, and I am currently pursuing 

my thesis titled "Exploring the risks and benefits of using Artificial Intelligence in Cor-

porate Foresight " in the FFRC department, Turku, Finland. 

I reach out to you for insights related to my thesis. I am genuinely eager to benefit 

from your experience and gain valuable perspectives that could enhance the quality of my 

work. 

Considering the demands on your schedule, I assure you that our discussion will be brief 

and focused, lasting no more than one hour. Your willingness to contribute to my research 

is greatly appreciated. 

I would be honored to conduct the interview at a time convenient for you, either in 

person or through a virtual platform. 

Thank you for considering my request. Your time and guidance are invaluable to me. 

Please let me know your availability, and we can arrange a time that suits you best. 

 

Looking forward to the opportunity to learn from your expertise. 

 

Best regards, 

Samaneh Ebrahimabadi 

Finland Futures Research Centre, University of Turku 

[email] 




