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This thesis examines relational databases, which are foundational to modern information systems due 

to their structured design and ability to store, retrieve, and manage data. The thesis focuses on three 

important aspects of relational databases, robustness, performance, and security. The goal is to identify 

the key characteristics that define a robust database, analyze factors affecting performance, and 

explore potential security threats and prevention measures. 

To assess robustness, the thesis identifies transaction management, data availability, ACID properties, 

concurrency control, deadlock prevention, and other characteristics as crucial factors. Performance is 

evaluated by analyzing hardware resources, network efficiency, use of indexes, and query 

optimization techniques. For security, the study highlights common threats such as SQL injection, 

unauthorized access, and employee misuse, alongside preventive measures like prepared statements, 

access control, encryption, auditing and penetration testing. The thesis involves tables that summarize 

findings and provides answers to the research questions. 

The findings presented in this thesis are designed to serve as a guide for decision-makers in evaluating 

and selecting the appropriate database for their organization. With the help of this thesis the company 

can make the right adjustments that increase the customer and user satisfaction. 
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1 Introduction 

In this thesis, the focus is on relational databases. Relational databases form the backbone of modern 

information systems, allowing organized data storing, retrieval, and management across various 

industries. Relational databases’ structured design, which is based on tables and relationships, has 

made them a preferred choice, and they are widely used, from small-scale applications to large 

enterprise systems. Almost every organization relies on data nowadays, and data has become an 

essential thing that enables business growth. 

 

However, as the amount of data continues to grow, the robustness, performance, and security of 

relational databases have become aspects that need to be taken into consideration, so that business 

growth is guaranteed in the future. Robustness is essential to ensure that databases can withstand 

hardware failures, software errors, and unexpected disruptions without losing or corrupting data. 

Performance becomes crucial as businesses demand real-time responses to queries, even under high 

transaction volumes due to concurrent access or when handling large datasets. Security is important in 

an era where data breaches, cyberattacks, and unauthorized access can have devastating consequences 

for businesses and individuals. Without addressing these aspects, relational databases could fail to 

meet the high demands of modern applications, which could lead to companies losing their 

reputability, reliability, and eventually losing their business completely. 

 

The findings of this thesis can help companies select the right relational database for their needs. The 

thesis serves as a guide and provides information about database robustness, performance, and security 

for the reader. After reading this thesis, the reader will have a better understanding of the different 

characteristics that make a database a robust system capable of handling situations that could prevent 

it from functioning as expected. The performance section of this thesis provides information about 

how a database system can handle larger datasets and execute queries faster. In addition, the reader is 

provided with knowledge about the things related to database security that helps the company to keep 

their data safe. Database robustness, performance, and security are all aspects that a company should 

take into consideration when selecting a database for their use case. Neglecting them can have far-

reaching negative consequences that may drive customers away for good. 

1.1 Research questions 

• RQ1: What are the characteristics that define a robust database? 

• RQ2: What are the factors that affect database performance? 

• RQ3: What security threats can a database face, and how to prevent them? 
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1.2 Structure of the thesis 

Chapter 2 explains how references were found for this thesis. It covers the different digital services 

and search words used to find relevant material. Chapter 2 also describes the process of selecting 

references for the thesis. Chapter 3 focuses on database robustness and explains the characteristics 

considered essential for ensuring that users can trust the database, knowing that any disruptions will 

not cause harm to the data. Throughout Chapter 3, there has been used an entity called “Robustness 

Characteristic” to summarize the recognized key characteristics of a robust database. The entity is 

abbreviated into the form RC, and each entity has been uniquely numbered to identify them. At the 

end of Chapter 3, there is a table that lists all the RC entities and provides an answer to RQ1. 

 

Chapter 4 focuses on database performance, providing information about the factors that can slow 

down query execution time and explaining what can be done to reduce it, thereby improving overall 

performance. In Chapter 4, there has been used an entity called “Performance Factor” to summarize 

the factors that affect database performance. This entity has been abbreviated as PF and each entity 

has been uniquely numbered for identification purposes. At the end of Chapter 4, there is a table that 

lists all the PF entities and provides an answer to RQ2. 

 

Chapter 5 describes what kind of threats a database can face which may eventually lead to 

unauthorized access and data leakage. Countermeasure actions are suggested to be implemented to 

keep people away from the data, who are not allowed to access the database. In Chapter 5, there have 

been used two entities called “Security Threat” and “Security Threat Prevention”. The “Security 

Threat” entity, abbreviated as ST, summarizes various threats that can compromise database security. 

The “Security Threat Prevention” entity, abbreviated as STP, provides insight into how to prevent 

these security threats. Both the ST and STP entities have been uniquely numbered. A table at the end 

of Chapter 5 lists all the ST entities, and another table lists all the STP entities. Together, these tables 

provide an answer to RQ3. 

 

Chapter 6 discusses how robustness, performance, and security are related to each other. The purpose 

is to provide an understanding that these three aspects form a basis of a reliable database system, and 

companies should consider them carefully when choosing a database for their use case. Finally, 

Chapter 7 contains the conclusion of this thesis, and it summarizes the findings. 
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2 Research method 

Various references from literature and research articles, related to the topic of this thesis, have been 

used. References were found online from the Volter database, which contains electronic books and 

scientific papers maintained by the University of Turku, Google Scholar, and Elsevier’s ScienceDirect 

database for technical and scientific research. In addition, O’Reilly Media’s electronic books were 

used to find suitable references. 

 

The process of finding suitable references from the previously mentioned services consisted of three 

steps. The first step was to use each service’s search functionality with search words that are related to 

the thesis topic. The search words used to find references for RQ1 were: “Robust database”, 

“Designing a robust database”, “Implementing a robust database”, “Ensuring database robustness”, 

and “Defining a robust database”. The search words used to find references for RQ2 were: “Database 

performance”, “Ensuring database performance”, “Improving database performance”, “Improving 

query execution”, “Database query optimization” and “Optimizing database queries for better 

performance”. The search words used to find references for RQ3 were: “Database security”, “Security 

in database”, “Ensuring database security”, “Database security threats” and “Preventing database 

security threats”. To narrow down the vast amount of search results, different kinds of filters, which 

are built into these services, were used. This included filters that filter the results based on the fact is 

the result a book or a research article, and to which subject area the result belongs to. 

 

The second step was to go through the search results from each service, starting from reading the title 

of a book or a research article and deciding whether the search result is interesting or not. If the search 

result was interesting enough for further investigation, it was opened as a new tab, and if it was not 

considered as an interesting result, then it was left behind. Once the interesting search results were 

found from one service, they were investigated more. In the new tab, whether it was the book’s table 

of contents, introduction chapter, or research article’s abstract, the text was studied to gain a deeper 

understanding of what the whole book or research article was about. If it seemed that the book or 

research article is not related to any of the topics that cover this thesis and thus could not provide any 

valuable information, then the opened tab was closed, and it was proceeded to the next possible 

reference. Based on the table of contents, the introduction chapter, or the abstract, if it seemed that 

further reading could result in finding something that could be used in this thesis, then a link to this 

specific reference was saved, so that the content could have been accessed later. All the saved links 

were added to a Microsoft Word file. 

 

The third step was to access the saved links one by one and read more content from the books and the 

research articles. From all the books, the table of content was earlier studied, and it helped to find the 
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chapters that seemed to be interesting. However, if none of the chapters in the book provided useful 

information, then a mark was added next to the link to indicate that the reference cannot be used in this 

thesis. Then again, if the book was used as a reference, necessary information and an access link to 

this specific book were added in the reference section of this thesis. Similar procedure was used with 

the research articles to evaluate whether a specific reference can be used in this thesis or not.  

 

This is how different kinds of references for this thesis were found from different services that provide 

electronic books and research articles. The total number of possible references that were found from 

all services was 116. After going through all of these possible references and considering whether the 

content matches with the thesis topics, the final number of used references was 45. 
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3 Database robustness 

In a study [1], software robustness has been explained using the IEEE standard glossary of software 

engineering terminology, which states that robustness is the degree to which a system or component 

can function correctly in the presence of invalid inputs or stressful environmental conditions. 

Researchers also say that robustness is a quality attribute for achieving higher dependability in a 

system. This means that the system should function in an acceptable way and deliver its originally 

intended behavior, despite exceptional or unforeseen operating conditions. 

 

In another study [2], software robustness is defined as the ability to detect unexpected inputs or events 

during execution. These unexpected inputs or events are also known as anomalies [2]. Robustness 

focuses on the states and events that should not happen in a system, rather than on how the system 

should function in ordinary cases [1]. A database can encounter states and events, such as various 

anomalies and deadlocks, which may affect its operation. These are issues that should not occur, and 

to be considered a robust system, the database environment must handle them properly. 

3.1 Defining database and database management system 

In its simplicity, a database is a tool that holds data and allows users to create, read, update, and delete 

data in some manner. A database is a collection of interrelated data, and the data in a database are 

organized into related tables that can be joined to provide information to users. To be considered a 

database, the place where the data are stored must contain not only the data, but also information about 

the relationships between those data. An example of a relationship between data would be that 

customers of a store are related to the orders they have placed. The database serves as central storage 

for the data, and the idea is that a user, either a person or an application program, does not need to 

worry about how the data are stored on a disk. When the user wants to query the database, software 

called a database management system (DBMS) works between the user’s request and the data storage. 

[3] [4] [5] 

 

It was mentioned that data have relationships, and that data are organized into tables that are related to 

each other. This is a defining feature in relational databases. This thesis focuses on relational 

databases, and throughout the thesis, any reference to a database or database management system 

specifically refers to a relational database and relational database management system. However, it is 

good to acknowledge that there are other databases available for storing data, than just relational 

databases. These databases have recognizable differences, and they can be used for different use cases. 

For example, a NoSQL database is an alternative for relational databases. NoSQL stands for "Not 

Only SQL", and compared to relational databases, it provides a more scalable solution for Big Data 
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applications. Another option for relational databases could be a NewSQL database. The NewSQL 

database tries to make a combination of a relational database and the NoSQL database. The aim is to 

make a relational database more scalable, while still providing ACID properties, which the NoSQL 

does not provide. [6] ACID is an acronym that is related to database transactions. ACID stands for 

atomicity, consistency, isolation, and durability. These characteristics of ACID are explained in more 

detail later in this thesis. 

 

The DBMS is a tool that locates where the data are stored and performs the actual data storing. The 

database is just a tool that keeps the data inside of it. DBMSs are a set of programs that manages 

incoming data, organizes it, and provides ways for the data to be modified. DBMS allows users and 

other programs to create and access data in a database and run queries on data, so that data can be 

extracted. Queries are instructions for the DBMS, so that the required data can be returned to a user. 

These queries are written in a language called Structured Query Language (SQL), and SQL queries are 

specifically used to extract data from the relational database. When the user sends a query to the 

DBMS, it performs a functionality called query processing, and the objective is to fetch the queried 

data from the database. The DBMS has other functionalities than just query processing such as 

application interface, security control, and consistency control. The application interface level 

manages interfaces to the user’s applications. The security control level is responsible for maintaining 

data integrity and authorization checking. The consistency control level ensures the correctness of the 

data despite concurrent data access. [4] [5] [7] 

 

The primary goal of a DBMS is to integrate organizational data into a centralized repository, while 

ensuring secure and shared access to this data. By centralizing data, a DBMS effectively reduces data 

redundancy, which in turn maintains data consistency. One significant advantage of using a DBMS is 

that it offers data independence. This independence is achieved through the system’s three-tier 

architecture. Within the relational data model, the database is presented as a collection of relations. 

These relations are essentially tables, where each row represents a unique record, and each column 

represents a specific attribute. Attributes can appear in any order within the table. Users and programs 

do not have to understand where the data are physically located on a disk or who else may be 

accessing the data, because the DBMS does all of this when database requests are managed. When the 

DBMS handles the database requests, it ensures the integrity of the data, meaning that the DBMS 

makes sure that the data are available and are organized as intended. [4] [5] 

3.2 Basics of transaction management 

Transaction management in a database system handles the issues of preserving consistent data despite 

system failures and concurrent data access. A transaction is a set of operations that perform a single 
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logical unit of work and is a task that a user submits to a database. A transaction can range from a 

single interactive SQL command to multiple SQL commands. In multiuser databases, transactions are 

important because they must either be completely successful or entirely fail. These are the only two 

ways how a transaction can end. If the transaction is successful, then the made changes are committed 

and stored in the database permanently. If it happens that the transaction fails, all the changes made by 

the transaction are undone, and the database is restored back to the state where it was before the 

transaction was started. This process is known as a rollback. [3] [5] 

 

RC1: Transaction management. To handle concurrent data access and system failures, the DBMS 

needs to manage transactions. Transaction management preserves the data in a consistent state and 

makes the database a robust system. 

 

The fundamental rule is that every transaction must terminate, and a transaction either succeeds or 

fails. If a transaction executes successfully, it is committed, and the result will be stored in the 

database permanently, which cannot be undone. After this, the database moves from one consistent 

state to another. This consistency must be ensured regardless of whether transactions are executed 

successfully or if they fail. A transaction can be said to be a unit of consistency and reliability. 

Reliability means that the DBMS is resilient to various types of failures and can recover from them. 

Resiliency, on the other hand, makes the DBMS a robust system that continues its normal functioning 

despite the occurred failure. A robust DBMS always keeps the database in a consistent state, either by 

rolling back, in the case of a failing transaction, to a previous consistent state, or by ensuring that it is 

safe to commit the transaction and move forward to a new consistent state. [5] 

 

RC2: Transaction completion. Transactions must end either being successful or failing. When 

transactions end only in two ways, it ensures the robustness and consistency of the database. 

 

When the DBMS is resilient and recovers from failures, it retains the availability of data. Availability 

means that the DBMS continues its normal functioning so that users can execute transactions in a 

database. Failures can occur before the transaction has been executed, and when failures have been 

repaired, the DBMS must be available to continue its normal operation. [5] 

 

RC3: Data availability. When the data is available for users, it means that the DBMS is operating 

robustly as supposed, allowing users to run transactions to interact with the data. 

 

A transaction might fail for a variety of reasons. If committing a transaction takes too much time, it 

can lead to a timeout, causing the execution of a transaction to be interrupted. Hardware malfunctions 

or software bugs, either in the database or in the operating system, may result in memory loss, forcing 
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transaction processing to stop. A transaction can also fail if the network connection between the user 

and the database goes down, or if the server running the database crashes. Other issues that can lead to 

an undesirable system state and cause transactions to fail include bad input data, processor failures, 

data not found, overflow, resource limit exceeded, and power failures. [3] [5] 

 

A well-functioning DBMS executes ACID transactions. An ACID transaction has four features that 

keep the DBMS operating consistently and reliably. These four features are atomicity, consistency, 

isolation, and durability. An essential feature of ACID is that it leaves the database in such a state that 

allows a transaction to be executed, and in case of failure, the transaction can be safely retried. If the 

database is in danger of violation due to a failure, ACID ensures that the transaction is aborted 

entirely, and no half-finished operations are allowed into the database. [3] [5] [8] 

 

In general, atomic refers to something that cannot be broken down into smaller parts. In ACID, 

atomicity means that a transaction is a single logical unit of work in a database environment that either 

completely succeeds or completely fails. This property is known as the all-or-nothing property of a 

transaction. Transactions are never left partially completed, and a DBMS with atomic transactions will 

always rollback in case of failure, regardless of what caused it. The DBMS is responsible for 

maintaining atomicity even when failures occur. While a transaction is in the process of execution and 

a failure occurs, the DBMS must discard any changes that the transaction has made and perform what 

needs to be done to recover from the failed state. After this, the user or the application programs can 

be sure that the transaction did not change anything, and it is safe to retry the transaction. The ability 

to abort a transaction on error and have all writes from a transaction discarded is the defining feature 

of atomicity. [3] [5] [8] [9] 

 

Consistency demands that the database must remain in a consistent state after a transaction has been 

executed. The database remains in a consistent state when every transaction follows the defined 

constraints. If the operations within a transaction would violate the database's rules, the transaction is 

rolled back, maintaining consistency before and after the transaction. This means that at the beginning 

of a new transaction, users or application programs can be confident that the database is in a consistent 

state. For example, assume that a bank account has a balance of 75 €. A user starts a transaction that 

would transfer 100 € from his or her bank account to another bank account. This would put the user’s 

bank account balance 25 € below 0 €, violating the database’s rule that says a bank account cannot 

make a payment resulting in a balance less than 0 €. In such a scenario, the transaction is rolled back, 

and the database remains consistent. [3] [5] [9] 

 

Isolation ensures that the details of a transaction are hidden from everyone except the person making 

the transaction, maintaining the independence of each transaction. In other words, in a database 
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environment, transactions are isolated from each other, and they do not depend on each other. The rule 

with isolation is that the partial effects of incomplete transactions should not be visible to other users. 

For example, assume that a user transfers 100 € from his or her account to another bank account. A 

third-party user cannot peek at the database and see a state where neither the user nor the receiving 

bank account has the 100 € while the transaction is processing. Anyone who is looking at the database 

will see the 100 € either in the user’s account before the transaction or in another bank account after 

the transaction. Thus, no one can read or modify data that is being modified by another transaction. [5] 

[9] 

 

Concurrency control has an important role in ensuring that multiple transactions running at the same 

time are isolated from one another. This means that when two transactions run concurrently, the 

outcome should be the same as if one transaction had run first in its entirety, followed by another. In 

particular, two transactions operate in isolation and cannot interfere with each other. Assume one 

transaction transfers 100 € from the first user’s bank account to the second user’s bank account, and 

then another transaction transfers 100 € from the second user’s bank account to the third user’s bank 

account. Obviously, one of these transactions must occur first and finish before the other starts. When 

the second transaction starts, the missing 100 € from the first user’s bank account cannot be seen 

unless it is already in the second user’s bank account. [3] [9] 

 

Durability in ACID means that once a transaction is committed, changes are permanent, and they 

cannot be rolled back. Committed transactions cannot disappear later from the database. This means 

that in case of power failure or another issue that causes the database to go down, the effects of the 

transaction will still be there after the database is restarted. The durability property ensures that after 

the transaction is committed successfully, the changes are durable and cannot be erased from the 

database. The durability requirement relies on the consistency rule. Consistency ensures that a 

transaction will not be finalized if it would leave the database in a state that breaks its rules. Durability 

guarantees that the database will not later decide that the transaction caused such a state that violated 

database’s rule and then retroactively delete the transaction. Once the transaction is committed, it is 

final. [3] [9] 

 

RC4: ACID transactions. The ACID’s four features — atomicity, consistency, isolation, and durability 

— ensure that a database remains a robust system by committing only valid data from successful 

transactions, processing every transaction independently, and preserving the committed data in the 

database, even in the case of database failure. 
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3.3 Concurrency control 

A database can be accessed by thousands of users at one time, meaning that the database is used 

concurrently. It is called a multiuser database environment whenever two or more users are interacting 

with the same database at the same time. When the database is accessed by multiple users, and they 

perform queries on the same data simultaneously, at a frequent pace, it is called high concurrency. In 

turn, zero concurrency means that users do not read or write the same data at the same time. It is also 

zero concurrency if users read or write the same data at different times. Zero concurrency does not 

cause conflicts within the database, but, when it comes to high concurrency, it requires actions. It is 

the responsibility of DBMS to separate the actions of one user from another and to ensure the integrity 

of the database while multiple users are accessing and performing operations on the same data. [3] 

[10] 

 

RC5: Concurrent access. The database is a robust system if multiple users’ transactions are handled so 

that the database’s integrity is preserved. This means maintaining the correctness and reliability of the 

data within the database, so that users can count on the fact that their data is not compromised due to 

concurrent access. 

 

To coordinate concurrent accesses and to allow users to access a database simultaneously, while 

preserving the consistency of the data, it requires a mechanism called concurrency control. If two 

transactions are not accessing the same data, they can be executed concurrently because they are not 

depending on each other. Concurrency issues appear when one transaction reads data that is modified 

simultaneously by another transaction, or when two transactions try to modify the same data at the 

same time. From the technical point of view, the hard part of achieving concurrency control is the 

necessity to prevent database updates performed by one user from interfering with database retrievals 

and updates performed by other users. When the database is accessed concurrently by multiple users 

and the DBMS is lacking a concurrency control mechanism, different kinds of anomalies can arise. [3] 

[5] [8] 

3.3.1 Concurrency control anomalies  

Lost update, or dirty write anomaly, can occur when a successfully completed update operation made 

by a user is overridden by another user. Assume that a user is withdrawing 500 € from his or her bank 

account that has a balance of 2000 €, while another user is depositing an amount of 600 € into the 

same bank account. These two transactions are performed at the same time, and because of the 

concurrent access to the same data, when the first transaction decrements the value of the bank 

account balance from 2000 € to 1500 €, the second transaction increments the bank account balance 

from 2000 € to 2600 €. What happened was that the second transaction overrode the first transaction, 
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resulting in an incorrect balance. To prevent this anomaly from happening, transactions should execute 

serially, one following another. In the given example, the first transaction should have decremented 

the balance to 1500 €, and after this, the second transaction could have incremented the balance to 

2100 €, resulting in the correct bank account balance. [5] 

 

Figure 3.1 illustrates another example of a lost update or dirty write anomaly. Two transactions from 

different users, called Alice and Bob, are trying to update the same records simultaneously. Alice 

starts a transaction that updates the Listings database to set the buyer as “Alice” where id = 1234 and 

the Invoices database to set the recipient as “Alice” where listing_id = 1234. Concurrently, Bob starts 

his transaction updating the same listing with his information. However, when both transactions reach 

the commit point, a conflict occurs. The Listings database has “Bob” as the buyer for id = 1234, and 

the Invoices database has "Alice" as the recipient for listing_id = 1234. In this scenario, the sale is 

given to Bob because he performs the winning update to the listings table, but the invoice is sent to 

Alice because she performs the winning update to the invoices table. [8] 

 

 

Figure 3.1: Dirty write anomaly causing conflicting writes from different transactions. [8] 

 

Uncommitted dependency, or dirty read anomaly, occurs when other transactions can read data that 

was modified by one transaction but has not yet been committed. The issue arises if the transaction 

decides to cancel the changes, but other transactions have already made their own modifications based 

on the data before the transaction was cancelled and data rolled back to its original state. Assume that 

two transactions are concurrently accessing a database called Employee. One transaction updates the 

salary of an employee by 10 percent, and his or her base salary is 4000 €. Another transaction is 

calculating tax deduction for the same employee depending on his or her base salary. The first 

transaction updates the employee’s base salary from 4000 € to 4400 €, then allows the second 

transaction to read this new salary value before the first transaction has been committed, and finally 
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the first transaction is cancelled. After all this, the situation should end up with the base salary restored 

to its original value of 4000 €. However, the second transaction has read the new value of the base 

salary and thinks it is 4400 €. Based on this information, the second transaction calculates the tax 

deduction with the value of 4400 € instead of 4000 €. [5] 

 

Figure 3.2 demonstrates another issue of uncommitted dependency, or dirty read anomaly. In Figure 

3.2, User 1 starts a transaction intending to set the value of x to 3 in the database. While User 1’s 

transaction is still in progress and has not yet been committed, User 2 starts interacting with the 

database and sends a request to get the value of x from the database. Because User 1’s transaction has 

not been committed yet, the database returns the current committed value of x, which is 2. Finally, 

User 1’s transaction is committed, and the value of x is updated to 3. However, now User 2 has the 

incorrect value of x because it is not 2 anymore. To receive the correct value of x, User 2 would need 

to perform the get operation again. [8] 

 

 

Figure 3.2: Example of dirty read anomaly, where User 2 can read the value of x while User 1’s 

update transaction has not been committed yet. [8] 

 

Inconsistent analysis anomaly occurs when a transaction reads several values from the database, but a 

second transaction updates some of them while the first transaction is still in the process of execution. 

Assume a banking system’s database, in which two transactions are accessing concurrently. The first 

transaction is calculating the average balance of all customers, while the second transaction is 

depositing 1000 € into a customer’s bank account at the same time. Due to this, the average balance 

calculated by the first transaction is incorrect, because the second transaction incremented and updated 

the balance of a particular customer while the first transaction was being executed. [5] 

 

Fuzzy read or non-repeatable read anomaly occurs when one transaction reads the value of a data, and 

that same data is later updated or deleted by another transaction. The actual issue will take place if the 

first transaction attempts to re-read the data. In such a case, either the data may not be found, or it may 

have a different value. Assume that a transaction reads a salary of an employee from a database while 

another transaction is updating the salary of the same employee concurrently. If the first transaction 
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tries to re-read the employee’s salary, a different value will be returned. Because another transaction 

updated the value of the salary, two read operations during the first transaction will return different 

values. Naturally, if another transaction would have deleted the data about the employee’s salary, then 

in this situation, the first transaction would not have found the data when it attempts to re-read the 

employee’s salary. [5] 

 

Another example of a fuzzy read or non-repeatable read anomaly is presented in Figure 3.3. Alice has 

savings at a bank totalling 1000 €, divided into two bank accounts with 500 € each. A transaction is 

made to transfer 100 € from one bank account to the other. Alice queries the balance of her bank 

accounts at the same time as the transaction is still executing and sees one bank account balance at 

time before the incoming payment has arrived, and the other bank account after the outgoing transfer 

has been completed. To Alice, it looks like she only has a total of 900 € in both of her bank accounts, 

500 € in one and 400 € in the other, and it seems like 100 € has disappeared. In fact, the 100 € has not 

disappeared anywhere because the transaction is still being executed while Alice checks the balance of 

her bank accounts. If Alice would look at her bank accounts after the transaction has been committed, 

she would notice that one of her bank accounts’ balances is 600 €, thus resulting in a total balance of 

1000 € in both of her bank accounts. [8] 

 

 

Figure 3.3: Example of non-repeatable read anomaly. [8] 

 

Phantom read anomaly occurs when a transaction performs an operation that reads rows from a 

database, and then another transaction inserts new rows into the database. This will change the result if 

the first transaction re-reads the data. If the first transaction runs the same query again, it will see the 

new rows inserted by the other transaction. These new rows are called phantoms. Assume that in the 

employee database, one transaction retrieves all employees within a company, while another 

transaction inserts new employees into that company. If the first transaction re-reads the same data by 
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executing the previous query, then the retrieved data will involve additional phantom rows that have 

been inserted by another transaction concurrently. [5] 

 

RC6: Concurrency control. With the help of concurrency control, the DBMS can prevent concurrency 

control anomalies from occurring within the database. Lost update, uncommitted dependency, 

inconsistent analysis, fuzzy read, and phantom read are all anomalies that should not happen and can 

be prevented with concurrency control. 

3.3.2 Locking-based concurrency control technique 

In a multiuser database environment, the challenge is to maximize concurrent access so that users can 

access and modify the data consistently at the same time. To address this challenge, a locking-based 

concurrency control technique is a widely used solution to manage conflicting operations and ensure 

the serializability of concurrent transactions. This is how a database can be preserved in a consistent 

state. The fundamental of this approach is that before a transaction can access data, it must acquire a 

lock on that particular data. Once the lock has been acquired, it prevents other transactions from 

modifying the data that the original transaction is accessing. In a single-user database, locks are not 

necessary because only one user is modifying the data. However, in a multiuser database environment, 

where several users are accessing and modifying data, it is essential to have a mechanism that prevents 

concurrent data modifications. Locking mechanisms are said to be a key feature of any multiuser 

database and read lock and write lock are two commonly used locking modes. [5] [11] 

 

If a transaction has acquired a read lock on data, it can read the data but not update it. The primary 

goal of the locking-based concurrency control technique is to synchronize the conflicting transactions. 

Two read operations by different transactions are allowed to be performed because read-read operation 

is non-conflicting, meaning that the original transaction and other transactions can read the same data 

simultaneously. However, the original transaction is not allowed to modify the data, because doing so 

would break the consistency of the data, and other transactions might read incorrect data. [5] 

 

If a transaction has acquired a write lock on data, it can read but also update the data. This means that 

other transactions are not allowed to read or update the data, as read-write and write-write operations 

are conflicting with each other. Other transactions are not allowed to read the data while it is being 

modified by the original transaction because it would result in incorrect or inconsistent data being read 

once the original transaction is committed. Additionally, other transactions are not permitted to modify 

the data because doing so would create a conflict with the original transaction and potentially lead to 

loss of consistency. Only one transaction can hold the lock on specific data. If another transaction 
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wants to read or modify the same data, it must wait until the first transaction is committed, and after 

that, it can acquire the lock and proceed with its operation. [5] [8] 

 

Read lock and write lock are not the only locking techniques that can be used to handle simultaneous 

workloads and keep data consistent when multiple users query and modify it. Table locks and row 

locks are other solutions to ensure a well-functioning database. When a transaction acquires a table 

lock, it locks the entire table. This postpones other transactions with an intention to read and write the 

same data until the original transaction releases its lock. On the other hand, if a transaction has 

acquired a row lock, then a specific data row is locked while the transaction performs its operation. 

Compared to table locks, the use of row locks offers greater concurrency, allowing multiple 

transactions to edit different rows at the same time. The row locks reduce the chance that multiple 

transactions would have to compete for locks on the same resources. However, the downside of using 

row locks, compared to table locks, is that row locks degrade the performance of the database more. 

For example, in a situation where a transaction needs to access the table but only row locks have been 

used, the DBMS has to check the entire table for row locks that are held by other transactions. This 

will be time-consuming and performance-demanding, especially on larger tables. Therefore, the table 

lock offers better performance, but it does not offer as good concurrency as the row locks do, because 

while the entire table is locked, other transactions cannot access it during that time. However, it is 

noteworthy that every lock operation, including getting a lock, checking if there is a lock available and 

releasing a lock, consumes computer’s resources. When these resources are used to managing locks 

instead of storing and retrieving data, it affects the performance negatively. [12] [13] 

A lock manager in a DBMS is responsible for managing locks for different transactions, and a 

transaction manager is responsible for passing information to the lock manager that either a read or a 

write lock is needed. In addition, the lock manager is responsible for checking if the data is currently 

locked by another transaction or not. If the data is locked by another transaction and the existing 

locking mode is not compatible with the lock requested by a new transaction, the lock manager does 

not allow the new transaction to acquire the lock. In this situation, the execution of a new transaction 

is delayed until the existing lock is released. However, if the existing locking mode is compatible with 

the lock requested by the new transaction, the lock manager allows the new transaction to acquire the 

required lock. [5] 

The synchronization of transaction executions in the DBMS cannot be ensured by implementing locks 

only in transactions. Example 3.1 below shows two transactions, T1 and T2. 

T1:                       T2:   

Read(a);   Read(a);     
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a := a + 2;                         a := a*10;   

Write(a);                            Write(a); 

Read(b);                             Read(b);  

b := b * 2;                          b := b - 5;  

Write(b);                            Write(b);  

Commit;                            Commit; 

Example 3.1: Two transactions modifying the same values. [5] 

 

Assuming that T1, in Example 3.1, acquires a lock on data a and releases the lock as soon as the 

transaction has been executed, however, the transaction T1 may acquire another lock on data item b 

after the lock on data a has been released. In this scenario, transaction T1 interferes with transaction 

T2, resulting in the loss of isolation and atomicity. Therefore, to guarantee that transactions are 

executed serially, the locking and releasing operations on data need to be synchronized. Two-phase 

locking (2PL) protocol is a known solution to achieve this. [5] 

 

The 2PL protocol rules that a transaction should not acquire a lock after it has released one of its locks. 

The life cycle of a transaction is divided into two phases, which are the growing phase and shrinking 

phase. During the growing phase, a transaction can acquire locks on data and can access data, but 

locks cannot be released. Once the transaction moves to the shrinking phase, locks can be released, but 

new locks are not allowed to be acquired. Hence, the ending of the growing phase of a transaction 

determines when the shrinking phase begins. [5] 

 

The 2PL protocol is also good for preventing a problem called cascading rollback. When a transaction 

releases a lock, the lock manager allows another transaction to acquire the lock. However, in a 

situation where the former transaction is cancelled and rolled back, the latter transaction must also be 

cancelled and rolled back so that the consistency of data is maintained. This leads into a series of 

rollbacks, where a transaction is cancelled one after another because the operation of other 

transactions depends on the original transaction. The 2PL protocol is a solution for cascading rollback 

when it is implemented in such a way that a transaction releases its locks only when the transaction 

has been committed. [5] 

 

RC7: Two-phase locking. It is responsible for preventing conflicts between concurrent transactions, 

by ensuring that transactions are executed serially. 
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Even though the 2PL protocol helps to maintain serializability and prevent cascading rollbacks, its 

downside is that it can cause deadlocks. The growing phase of 2PL protocol allows transactions to 

acquire locks on data, and a deadlock occurs in a database when two or more transactions are unable 

to proceed because each transaction is waiting for the other to release locks on data that they need. For 

example, transaction A holds a lock on data 1 and needs a lock on data 2, while transaction B holds a 

lock on data 2 and needs a lock on data 1. In this situation, transactions are waiting endlessly for one 

another to release their locks, but neither will release their lock. Because of this deadlock situation, 

transactions cannot be committed, thus preventing the progress of the DBMS. [5] 

 

To resolve deadlock situations, the DBMS should detect deadlocks between transactions and choose 

one of them to be a victim that is rolled back. When the execution of a victim transaction is cancelled, 

it releases the locks of the victim transaction, and this allows other transactions to make progress. 

Once the other transactions are either committed or rolled back, the victim transaction can be restarted. 

The selection of the victim transaction is done based on the number of data items each transaction 

holds. The transaction that has the fewest amount of data items in hold is chosen to be the victim. 

However, the problem with restarting the victim transaction is that it requires doing the work all over 

again, and this can be an additional performance problem. [5] [8] 

 

RC8: Deadlock prevention. The DBMS must have the ability to prevent deadlocks from happening in 

the database. The 2PL protocol can cause deadlocks in the database, and when the DBMS is able to 

prevent this conflict between transactions, it proves to be a robust system. 

3.4 Characteristics of robust database 

The definition of software robustness in study [1] can be reflected to databases. If software robustness 

is the system’s ability to function correctly in case of invalid inputs or stressful conditions, then this 

applies to databases. The DBMS handles transactions and does the necessary actions if a transaction 

fails. The transaction can fail because of several reasons, all of which are stressful conditions. The 

robustness of a database comes with the ability to recover from these stressful conditions. With the 

rollback mechanism, the failing transaction can be cancelled, and the database kept in a consistent 

state, so that accurate and reliable information can be provided to users without any data loss or 

corruption. On top of the recovery and consistency, availability makes the database dependable. When 

the data in the database is available to users despite the failure that has happened, and the data is kept 

in the same consistent state as it has always been, then higher dependability has been achieved, and the 

database can be characterized as a robust system that continues to deliver its intended behaviour.  
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Consistency is not the only defining characteristic of a robust database that is part of an ACID 

transaction. Other properties of ACID transactions are also closely related to what has been said about 

software robustness in research [1]. Robustness in software ensures that the system can handle 

unexpected conditions, and the atomicity in ACID transactions is responsible for handling situations 

that can cause the database to end up in an erroneous state. If a transaction fails due to invalid input or 

other unforeseen error, then the atomicity ensures that the transaction is entirely rolled back. Despite 

these stressful conditions, the database is left in such a state where it functions correctly and is able to 

deliver its originally intended behaviour. This means that even if the transaction happens to fail, a user 

can be confident that the database is in a state where it is safe to retry the transaction. When users are 

confident about using the database, they have the feeling of dependability, meaning that users trust 

that when they are interacting with the database, their performed actions are handled in an appropriate 

way. 

 

Robust software, as defined in research [1], should handle stressful, exceptional, and unforeseen 

conditions. Based on this, the isolation in ACID transactions is also a defining characteristic of a 

robust database. When multiple users are performing concurrent transactions, it can put a significant 

load on the database, especially because concurrent transactions happen unexpectedly. Users will 

execute their transactions whenever they need to, and it is nearly impossible to predict when 

transactions will happen. Certain patterns can be recognized that could be used to estimate when there 

will be the most traffic towards the database. However, users can always diverge from these patterns 

and execute their transactions at a completely different time than before. In addition, these patterns do 

not take into consideration the possible growth of the transactions that could come if the number of 

users increases. This is why isolation is needed, to ensure that transactions do not interfere with each 

other. When conflicts between transactions are prevented, and the independence of each transaction is 

preserved, it is essential for the database’s robustness. 

 

In ACID transactions, durability aligns with the concept of software robustness, where the system 

must continue to operate correctly under stressful conditions. Durability guarantees that once a 

transaction has been committed, changes made to the data are permanent and cannot disappear, even if 

the database faces a failure. If the data disappears from the database for any reason other than a second 

transaction, then the database would not function in the intended way, meaning that it would not be a 

robust system. When the database is able to keep the data unchanged despite stressful conditions that 

could lead to data loss, that is when the database is functioning correctly and is a robust system. 

 

When multiple users are performing transactions at the same time, the database’s capacity utilization 

is high, meaning that the database is facing high concurrency. A robust database must be able to 

manage high concurrency, so that transactions are not conflicting with each other and are not causing 
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anomalies. Concurrency control anomalies, which can arise when transactions are executed at the 

same time, are, by definition, unexpected events that can be addressed through a concurrency control 

mechanism. The concurrency control mechanism is another characteristic of a robust database, as it 

makes the database function correctly in the presence of anomalies caused by high concurrency. High 

concurrency is truly a stressful condition, which the robust database needs to handle appropriately, so 

that conflicting transactions and different anomalies are prevented. The purpose is to ensure the 

flawless operation of the database in the presence of high concurrency, so that conflicting transactions 

do not compromise the database’s overall functionality. When the robust database manages this, users 

can rely on the fact that their data is safe and everything is working as intended. So, a concurrency 

control mechanism ensures that the database maintains its expected behavior despite the high 

concurrency. This aligns with the definition of robustness in software, where the system is supposed to 

manage and recover from events that should not happen, ensuring the database still operates correctly 

under those stressful conditions. 

 

Robustness in a database involves handling scenarios where multiple users interact with the same data 

concurrently. Interacting with the same data at the same time can potentially lead to different 

anomalies. It was previously said that these anomalies can be prevented with concurrency control 

mechanisms, but to be more specific, a locking-based concurrency control technique, which is the 

actual mechanism, is used to keep the database in a consistent state. The locking-based concurrency 

control technique can be further broken down into read locks, write locks, table locks, row locks, and 

two-phase locking, which ensures that transactions are executed serially, one by one, so that 

transactions do not conflict with each other, and anomalies do not occur. When transactions are 

executed serially, it maintains the correct order of transactions, and this makes the functioning of the 

database predictable. Users are expecting a certain outcome when they execute a transaction, and if the 

result is what was expected to happen, users’ dependability towards the database increases. This 

means that the more the database manages to operate as the users have predicted — usually, users 

expect the database to successfully do what has been commanded — the more the users trust the 

database and will use it in the future. 

3.5 Summarizing the characteristics of robust database 

Throughout Chapter 3, different characteristics of a robust database were recognized. These 

characteristics were summarized into entities called Robustness Characteristics and uniquely 

numbered to identify them. Robustness Characteristic entities answer RQ1: What are the 

characteristics that define a robust database? In Table 3.1, all the Robustness Characteristic entities 

have been organized into one table to provide a clear understanding of the characteristics that a robust 
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database should have. The table includes the Robustness Characteristic entity number, the name of the 

characteristic, and a short description of each characteristic. 

 

RC# Robustness Characteristic Description 

RC1 Transaction management Handles concurrent data access and system failures to 

preserve data consistency. 

RC2 Transaction completion Ensures that transactions end successfully or fail, maintaining 

consistency in the database. 

RC3 Data availability Ensures that the data is accessible to users, meaning that the 

DBMS allows users to interact with the data. 

RC4 ACID transactions Maintains database robustness through atomicity, 

consistency, isolation, and durability of transactions. 

RC5 Concurrent access Handles multiple users’ transactions simultaneously while 

preserving data integrity and system reliability. 

RC6 Concurrency control Prevents different concurrency anomalies from occurring in 

the database. 

RC7 Two-phase locking Prevents conflicts between concurrent transactions by 

enforcing serial execution. 

RC8 Deadlock prevention Ensures that the DBMS can avoid deadlocks from occurring 

in the database. 

Table 3.1: A list of recognized characteristics of the robust database that answer the RQ1. 
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4 Database performance 

Generally, performance means how efficiently a software completes its tasks. Performance is often 

measured in response time, which refers to the duration it takes for a call to travel from a system to a 

different part of the system and back. Figure 4.1 not only shows a simplified example of a system 

where the components crucial for a database system are emphasized, but it also shows the flow of 

information from the end-user’s device to the storage that holds the database. As illustrated in Figure 

4.1, the response time in database systems is the time it takes to send a user’s query to the application, 

which passes the query to a DBMS. Then, the DBMS processes that query and returns a data set to the 

application, which finally presents the data on the end-user’s device, resulting in the complete 

response time. The response time is the only metric anyone truly cares about because it is the only 

metric that users experience. A fast database is taken for granted, and when a query takes 10 seconds 

to execute, users experience 10 seconds of impatience. That same query might examine thousands and 

thousands of rows, but users do not experience these rows being examined. Instead, what they 

experience is the time, and it is the most precious thing for them. [10] [14] 

 

 

Figure 4.1: A view of the information flow through a database system. [14] 

 

Tuning the database performance involves identifying performance bottlenecks, prioritizing the found 

issues, troubleshooting their causes, applying different solutions, checking if the performance 

improved, and then repeating everything again and again until the database functions in the expected 

way. Hence, the tuning process is an iterative cycle, and after every cycle, it needs to be evaluated 

whether the changes had any effect. The goal is to make the database run more quickly, which often 

means lower latency and higher throughput. There is no one right solution to improve the 

performance, and that is why it is good to be a little creative. However, being creative to find the right 
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solution can be difficult, and the real challenge is to narrow down the list of possible issues. Database 

performance tuning can consist of various steps, which will optimize the use of system resources for 

better efficiency. By fine-tuning hardware, network, indexes, and query structure, the overall database 

performance can be enhanced significantly. [12] [15] [16] 

4.1 Hardware 

In general, a DBMS should aim to achieve two main goals, which are low latency and high 

throughput. Low latency refers to the short time it takes for the DBMS to respond to a query. Time is 

measured from the moment when the query is made to the point when the result is returned from a 

database to a user. High throughput means the ability of the DBMS to process a large number of 

queries simultaneously. In the context of database performance, a fast CPU is required to cover low 

latency and high throughput. However, having only a fast CPU can cause weak links and bottlenecks. 

[12] [17] 

 

A database can perform only as well as its weakest link, and the hardware is often a limiting factor. 

When a database is designed to handle large amounts of data and requests, the primary hardware 

considerations are CPU (cores), storage or disk, and memory (RAM). The CPU, the size of the 

storage, and the available memory can limit the capacity of a system. It is essential to carefully choose 

the hardware, as the wrong components, or the small capacity of a particular hardware resource, can 

cause bottlenecks and thus reduce the performance of the database. In addition, from time to time, it is 

important to update the hardware components to prevent bottlenecks from occurring. CPU, storage, 

and memory need to be in balance, so that a system can work properly. If the system theoretically had 

128 CPUs and 1 TB of RAM, but poorly functioning storage, it could still perform slowly. Having 

extremely fast CPUs, paired with very slow storage, is far from an ideal situation. The aim is to 

achieve maximum efficiency across all hardware components. As the size of the data increases, so 

does the usage of CPU, memory, and storage. [12] [17] [18] 

 

The CPU is a compute resource that can affect database’s performance and cause a bottleneck. CPU 

exhaustion can happen when users try to execute too many queries in parallel or when queries run too 

long on the CPU. Processing hundreds of thousands up to millions of operations per second tends to 

get very high CPU loads and having too few processors means that less work can be done 

simultaneously. The more processors are in use, the more workload can be distributed across available 

resources. An increased number of processors not only provides higher levels of concurrency, but also 

reduces the query execution time. This means that with more cores it is possible to achieve better 

efficiency and optimal performance. When choosing the CPU, it is important to pay attention to 

different models, as each new generation will bring performance improvements over the previous 
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generations. Before purchasing new CPUs, it is recommended to investigate whether the workload is 

CPU-bound by checking the CPU utilization. Running the most important queries will tell how 

heavily CPUs are loaded, and whether they can deliver the needed performance. [12] [13] [17] [19] 

 

PF1: CPU. Upgrading the CPU, or acquiring more CPUs, will provide faster query execution time, 

and allows more queries to be executed concurrently, thus improving the performance of the database. 

 

The performance of storage systems has advanced significantly since the transition from using hard 

disk drives (HDD) to solid-state drives (SSD), and because of this transition, latency of query 

execution has reduced. The latency in HDD forms from the time that arises when the disk platter 

rotates into the correct position, so that a single item of information can be retrieved from the disk. 

SSDs do not have moving parts, and the data are stored in semiconductor cells. This reduces latencies 

for data transfer, as there is no need to wait for the mechanical movement of the disk. SSDs are 

typically 10 to 20 times faster than HDDs, so even when queries require accessing the storage, they 

will deliver decent performance. [12] [20] 

 

PF2: Storage. Upgrading the HDD to an SSD will bring significant performance improvement, as it 

reduces the latency of query execution. 

 

However, despite the fact that storage devices have improved a lot from what they used to be, they are 

still the slowest component in a computer. When compared to the CPU or memory, storage systems 

have not evolved as fast. So, when evaluating which component should receive the most resources, it 

is recommended to invest in storage. If a read or write operation is executed on an unsuitable disk, it is 

one of the fastest ways to weaken all the other performance optimizations that have been carried out. 

When storage is going to be acquired, it is wise to select one that will still be suitable in the future. It is 

necessary to think about the situation where the database is expected to end up. For example, the 

selection of storage is influenced by the potential growth rate of data and the already existing data. It 

should be estimated how much data is stored into the database every day and how much it has 

accumulated after a certain period of time. In addition, it is worth considering whether the data will be 

kept forever or whether some of it will be deleted later. [12] [17] 

 

Memory exhaustion usually happens when too much memory has been allocated to the database. 

Memory exhaustion can be addressed by acquiring more memory, which allows caching more data. 

Caching is a mechanism for optimizing the query execution. Frequently accessed data can be cached 

into memory, and it reduces the need to constantly retrieve the same information from a disk. 

Accessing cached data is particularly convenient in situations where queries are similar to each other, 

and multiple users need to access the same data at the same time. By holding the commonly accessed 
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data in memory, the caching mechanism improves the query response time and the overall 

performance. The performance improvement is a result of reduced disk input/output (I/O) activity. 

Accessing the disk to fetch data is much slower than returning data from memory. Thus, the main 

reason for having a lot of memory is not just to store a lot of data, but to avoid using the disk. 

Increasing the amount of memory may be the cheapest and fastest way to address performance issues. 

Nowadays, memory is inexpensive, so it can be added as much as one can afford. If the database is 

small and handles only a little data, there is no need to over-allocate memory, but it is good to keep in 

mind the possible data growth in the future. No one can say what amount of memory is sufficient, and 

there is no such recommendation. Different databases have different requirements, and it heavily 

depends on the use case. [12] [13] [17] [19] 

 

PF3: Memory. The more memory the database system can utilize, the more data can be cached. 

Cached data reduces the need to access the disk when fetching the data, and this improves the 

performance of the database. 

 

Hardware has improved a lot in the past decades, so upgrading the hardware is the easiest way to 

increase the performance of a database. It is not possible to entirely avoid a discussion about acquiring 

new hardware, especially if, after troubleshooting, it is found that the database cannot keep up with the 

load due to outdated hardware. The fact is that when it comes to performance, hardware is always a 

limiting factor, and more performing units cannot be squeezed from a system than the underlying 

components can provide. Before anything else, when it comes to enhancing a database’s performance, 

it is usually recommended to check the components and switch them to newer ones. The new 

hardware will help significantly to reduce the time it takes from the DBMS to process complex 

queries. [13] [17] [21] 

 

However, upgrading the hardware really benefits when the newly acquired hardware is significantly 

better than the old one. Changing the hardware too frequently will not bring the desired outcome. As a 

matter of fact, it will only repeat what is already known: computers run faster on faster hardware. 

Switching to new hardware even when it is not necessary is a missed opportunity to learn the real 

cause of, and solution to, slow performance. In addition, changing the hardware often is not a 

sustainable approach. Some upgrades can be relatively quick and easy, and some long and 

complicated. Either way, purchasing hardware can become an expensive process, especially if bought 

in large quantities. Upgrading the hardware not only requires money, but also time. Therefore, to 

achieve the highest return on investment, it is crucial to be objective when optimizing performance. 

When thinking about improving the database performance, it should be considered what is the 

acceptable performance and is the investment worth the performance gain. [10] [16] 
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Tuning the database to its theoretical maximum performance is difficult, nearly impossible. Instead, 

the target should be to tune until the database performance is good enough or acceptable. The 

performance investment can become very quickly expensive in comparison to the gained performance. 

The 80:20 rule defines that when 20 percent of resources have been invested, it may result in 80 

percent of the possible performance enhancement, but for the remaining 20 percent possible 

performance gain, it may be required to invest an additional 80 percent of resources. To derive 

maximum efficiency of the database, it is important to realistically estimate performance objectives. 

There is no standard definition for a good enough performance that everyone can follow, as it always 

depends on a use case. Best practices are good guides to improve performance, but in the end, 

performance requirements are usually set by customers, investors, business owners, application and 

database developers, and other people who depend on the database. An essential part of database 

performance tuning will involve talking to these people to get an understanding of what is a good 

enough and realistic set of requirements. [16] 

4.2 Network 

No matter how good hardware the system has, executing the queries can still be slow if the network 

connection is not optimized. Users might execute highly optimized queries but if the network 

connection used to submit these queries is poor, it adds a significant overhead to the overall 

performance. It is a fundamental part of the system setup to have an optimal network configuration 

with appropriate bandwidth. The network can easily become a bottleneck, as it is often forgotten how 

high the network traffic can get. As with memory, the required network bandwidth depends on the use 

case, but in general, it can be said that a low throughput workload will consume less traffic than a 

higher throughput. Possible workload increases are good to keep in mind, and it is wise to prepare for 

tuning the network connection. [17] [16] 

 

PF4: Network. Even if all the other performance factors have been optimized to deliver the best 

possible performance for the database, if the network connection is poor, it quickly becomes a 

bottleneck and negates the other performance optimizations. 

 

A poorly functioning network can greatly slow down performance. One common issue is packet loss, 

where data packets fail to reach their destination. When packet loss occurs, the network protocols will 

attempt to fix the problem by waiting and resending the lost packets, which causes delays. The delay 

time can increase even more because the DBMS has to move data across the network. Whenever users 

access data from the database, that data have to travel from one place to another, and, in the worst 

case, the distance can be thousands of kilometers. Network transmissions take time, so minimizing the 
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number of these transmissions lowers the query execution time. Therefore, network configuration is a 

key strategy in enhancing query efficiency. [12] [20] 

 

PF5: Data packet loss. When Data packet loss happens, users fail to receive data from the database. 

Fixing the packet loss issue causes delays, meaning that query execution time is extended, and the 

performance of the database is degraded. 

 

Network transmissions can be thought of as a rowboat crossing a river. A certain number of people on 

one side of the river want to go across to the other side in a boat. The more people can get into the boat 

at each crossing, the fewer trips have to be made, and the sooner they all get across. If the people 

represent data, and the boat is a single network transmission, then the same logic applies to database 

network traffic. The goal is to pack as much data as possible into each network transmission so that 

there is no empty space. This is how the amount of network transmissions is reduced to a minimum, 

and all the data is sent in the most efficient way possible. [20] 

 

PF6: Network transmission. Each network transmission should contain as much data as possible, so 

that the fewest number of trips would be needed to keep the query execution time as short as possible. 

 

When the rowboat is fully loaded, the number of trips across the river can be reduced. However, the 

width of the river is something that cannot be controlled. A fortunate thing is that, in the world of 

databases, the distance between the user executing queries and the database server can be somehow 

controlled. The closer the user executes queries to the database server, the less time is elapsed in each 

network transmission. It is also advised that the application server should be located in the same data 

center, or even in the same network rack, as the database server. The further the distance between 

these two, the higher the network latency will be for database requests. [20] 

 

PF7: Database server distance. The closer the user is to the database server, the less time it takes for a 

query to travel from the user to the database server. 

4.3 Indexes 

Users run queries on a database to search for one or more rows that satisfy their search criteria. 

Examining every row within the database to find out which rows satisfy a certain query would be too 

time-consuming. This would be especially tedious if the table contains thousands and thousands of 

rows that do not match what the user is looking for. Indexes are the answer to this problem as they 

provide an alternative way to access data in one or more tables. Indexes are data structures that a 

DBMS use to improve the performance of SQL queries by finding rows swiftly. An index can be on 
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one or more columns of a table. The idea is that when only a subset of the rows from a table are 

needed, the DBMS can utilize an index to identify the matching rows instead of examining each row 

individually. This helps the DBMS reduce the amount of data that needs to be viewed in order to 

execute a query. Indexes are essential for good performance, and their use becomes more important as 

the amount of data grows larger. Small databases with little data often perform well even without 

indexes, but as the data set grows bigger and bigger, performance can become poor very quickly. 

Optimizing indexes is one of the most efficient ways to improve the performance of a database, as the 

capability of indexes increases the speed of data retrieval, saves time, and provides an efficient way to 

locate data in the database. [4] [12] [22] 

 

PF8: Indexes. The use of indexes in the database helps the DBMS locate queried data from the vast 

amount of data, meaning that the data is returned to the user much faster. 

 

Indexes in a database can be compared to indexes in a book. The index at the end of a book allows a 

reader to locate a specific topic in the book. In this way, the reader does not have to search through the 

book from the beginning page by page to find what he or she is looking for. Instead, the index directs 

the reader straight to the correct page that contains the desired information. [4] 

 

Similarly, in databases, indexes provide an efficient way to search data from tables. If the database 

does not have indexes, the DBMS has to search through the entire table to find where the desired data 

is located. With the help of indexes, however, the DBMS can search through the index structure to 

quickly find out where the queried data is located and then access those locations directly to retrieve 

the data. Thus, indexes provide an efficient access path between the user and the data. By providing 

this access path, the user can query data from the database, and the DBMS will know where the data is 

located and how to fetch it for the user with minimal effort and in the quickest manner possible. 

Furthermore, indexes not only help to locate the data, but also inform the DBMS when to stop 

searching. Without indexes, the DBMS does not know if it has already found all the desired data, or if 

there are still data remaining in the table that needs to be returned to the user. When indexes have been 

implemented, the DBMS knows when it has found the data and can stop scanning the remaining rows 

in the table, thus reducing the query execution time and improving the performance. [4] [18] [23] 

 

Some database developers believe that their databases are different from other databases. These same 

people will develop and deploy their databases without indexes because they think that they do not 

need them. From time to time, it is argued that a small proof-of-concept database, that does not have a 

lot of data in it, does not need indexes because performance is not important in that case. Another 

argument against adding indexes is that the whole database fits into memory, so adding indexes would 

require even more memory. However, even databases that are expected to be small, can start growing 
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quickly once deployed. Any proof-of-concept or unimportant database would not have been created if 

there was not a need for it, or someone was not interested in spending resources on it. In addition, even 

if the database could fit in memory, it does not mean it will be fast. As mentioned, indexes provide 

alternative access paths for data, aiming to decrease the number of rows needed to be examined in 

order to access the data. Without these alternative routes, data access would require reading every row 

in a table. It is good to keep in mind that these reasons may not concern every database, as it always 

depends on the use case, but they will be most likely similar. [23] 

4.3.1 Using an index to access the data 

Figure 4.2 illustrates how the rows are stored and organized in an employee pay table. Without an 

index, the rows would be returned to a user in the same order as they are physically stored in the table. 

[4] 

 

 

Figure 4.2: 10 first rows of the employee pay table. [4] 

 

Figure 4.3 shows the appearance of the employee pay table when it is organized with an index. Each 

row in the index contains the key field and a pointer to the related row in the table. The first field in 

each row of the index holds the key field value corresponding to the related row in the table. In Figure 

4.3, the key field is the employee number, and the second column, the pointer, contains the location of 

the row in the table that is identified by the key field. [4] 
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Figure 4.3: Structure of a keyed index table structure. [4] 

 

Indexes enable random access to table rows without needing to access other rows sequentially one by 

one. The DBMS achieves this by first locating a match on the key field within the index. It then uses 

the address in the pointer field to directly retrieve the desired row from the physical disk address. For 

example, to access a specific row in the employee pay table, the user inputs the employee number. The 

system searches the index for this number, and once a match is found, the DBMS uses the pointer 

field’s address to fetch the physical row from the disk. When the address of the row is retrieved from 

the pointer field in the index, the disk drive can directly move to the physical address on the disk 
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where the row is located. This eliminates the need to sequentially read through all the previous rows in 

the table to find the desired one. [4] 

 

Another example of an index is a balanced tree (B-tree), and it is a hierarchical tree structure. A B-tree 

starts from the top, where the root node is. This node contains pointers to the appropriate branch node 

for any given range of key values. Moving down the B-tree, the branch node points to the appropriate 

leaf node, containing a list of key values and pointers locating the data on a disk. [20] 

 

In Figure 4.4, there is a single-column table with 27 rows in a random order, and 3 rows in one leaf 

node. Assuming that a user wants to search the value 5, the DBMS has to perform seven read 

operations to access the correct leaf node when an index has not been implemented. [16] 

 

 

Figure 4.4: Initial layout of 27 rows. [16] 

 

The numbers in Figure 4.4 can be arranged by creating an index on the column, with the result shown 

in Figure 4.5. With the help of the index, the DBMS has to perform only two read operations to access 

the value 5. In addition, when the DBMS finds the value 6, it can be sure that there are no more rows 

with the value 5. [16] 

 

 

Figure 4.5: Ordered layout of 27 rows. [16] 

 

Even though the value 5 could be searched with a little effort, The solution in Figure 4.5 is not the best 

one for effective data retrieval. For example, if the user wants to query the value 23, the DBMS has to 

perform eight read operations if the numbers are in the same order as they are in Figure 4.5. This issue 

can be solved with the B-tree shown in Figure 4.6. The search for the value 23 starts from the root 

node at the top of the B-tree. Since the value 23 is bigger than 19, the search process moves to the 

right branch node. In the right branch node, the value 23 falls between the values 22 and 25, so the 

search process continues to the middle leaf node on the right that starts with the value 22. Finally, the 

search process ends as the correct leaf node is found, and the value 23 is retrieved with only two read 

operations. In the same way, the value 5 can be searched with the same number of read operations, and 

this is what makes the B-tree so efficient. [16] 
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Figure 4.6: B-tree layout of 27 rows. [16] 

4.3.2 Things to consider before implementing indexes 

Indexes have downsides in both books and databases. In a book, the index list takes space, and if a 

second edition is ever published, every modification requires a corresponding change to the index. In 

addition, before creating the index for the book, the author must consider which topics will be 

frequently looked up. If readers never check specific topics from the index list, then those indexes 

occupy space unnecessarily. These same issues related to book’s indexes, apply to the databases. 

Indexes consume computer’s resources and if users never take the advantage of existing indexes, then 

the resources are wasted for nothing. Indexes should be added only if it is certain that they will bring 

the desired performance improvement and users will really benefit from using them. In addition, an 

index that was once useful may eventually become useless if no queries are utilizing it anymore. Such 

unused indexes do not bring any value and should be deleted. [24] [25] 

 

PF9: Unused indexes. The use of indexes requires resources from the computer, and if no one takes 

advantage of the existing indexes, these resources cannot be used for something more useful. A 

computer’s resources are limited, and if they are not used wisely, it will negatively affect the 

performance of the database. 

 

While indexes can enhance the speed of data retrieval, the performance benefit does come at a cost. 

Indexes can slow down data modifications because of the additional time required to update the 

indexes whenever rows are inserted, deleted, or updated. This process demands computational 

resources to ensure that the indexes remain consistent with the modifications. If there are too many 

indexes on a table, which are often updated, it can lead to overhead because the DBMS must do extra 

work to keep indexes up to date while data modification operations are performed. This extra work 

increases the time it takes to complete the query, thus affecting negatively to the performance. It is 

essential to eliminate any duplicate, redundant or wrong indexes, because maintaining them will 

unnecessarily consume CPU, storage, and memory. The DBMSs are generally quite efficient at 

managing indexes, so having up to five indexes on an active table, or 10 to 20 on a less frequently 

updated table, is not usually a concern. For tables that are mostly read-only with minimal updates, 

having numerous indexes typically does not create a major overhead. However, for tables that are 
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frequently updated, it is advisable to limit the number of indexes to avoid slowing down the database 

updates. [4] [15] [24] 

 

PF10: Index updates. Whenever data is created, updated, or deleted, indexes need to be updated to 

ensure they remain consistent with the modifications. This process requires resources from the 

computer and increases the query execution time, resulting in degraded database performance. 

 

Indexing data in an effective way requires knowledge of how that data will change over time, what 

kind of queries users will perform, and what is the volume of data that is expected to be dealt with. 

This is what makes index tuning so challenging. To index effectively, it either needs history or an 

ability to predict what are the data usage patterns in the future. In any case, when it is going to be 

decided whether or not to use an index to improve the performance of a query, the effect on overall 

system performance must be considered. [18] 

 

It is good to remember that an index might not always be the best solution for all the queries, or in 

every situation. If it is needed to access a large part of the data in the table, it will become faster to 

read the whole table from the beginning to the end, than use indexes to retrieve the rows. Similarly, 

when the whole book, or a major part of it, is going to be read, it would be too time-consuming to 

switch between different book sections, where indexes point to. Instead, it is much more reasonable to 

read the book from cover to cover. If a specific item needs to be found from both a book and a 

database, that is when an index is used. [20] [26] 

4.4 Query structure 

Writing an SQL query is like writing code with a programming language in that sense, it can be done 

either well or poorly, and poorly written SQL queries often cause issues with database performance. 

Database administrators are commonly told to fix the database when queries are not performing fast 

enough. It is not unusual for the database administrators to have to prove that the problem is not the 

database itself, but instead the SQL queries that are not written efficiently. A good starting point is 

always to have SQL queries written effectively on the first time, as it is the best way to get good 

performance from SQL queries. This will lead to a more efficient use of database resources and 

overall better database performance. [24] 

 

SQL queries, and how they have been structured, affect the effectiveness of indexes. Fetching an 

overly large number of rows from a table, or using a filter that returns a bigger result set than needed, 

can make indexes less effective. To enhance performance, it is crucial to write queries that efficiently 

utilize indexes. Poorly written queries can prevent the DBMS from selecting the appropriate indexes, 
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leading to longer query execution times. In this situation, the query structure does not give the DBMS 

the best possible processing strategy to retrieve the data. [16] 

 

Existing queries can be rewritten, and it is a process of turning an original query into a more efficient 

version without changing what the query does. The goal is to optimize query execution by 

restructuring the query to take advantage of indexing, so that less computational resources are used to 

execute the query. Rewriting queries can simplify complex conditions and eliminate redundant 

operations, resulting in faster execution time and more efficient resource utilization. Even though 

query rewriting can improve performance, it can be a challenging task to do. When rewriting a query, 

it needs to be ensured that the query produces an identical result as the original query did. In addition, 

some queries might not benefit from rewriting, and, in some cases, the rewritten query may perform 

worse. The modified query needs to be tested to see how it acts on specific data. This can be a time-

consuming process which, in a worst-case scenario, does not bring the desired improvement. When 

tuning the query, it is necessary to think if the query response time is acceptable. If not, then the 

optimization should be considered. If the time is already acceptable, then it is not wise to waste 

resources, since nobody is asking questions when the database is fast and works as expected. [10] [27] 

 

One of the best ways to improve performance and reduce query execution time is to limit the amount 

of data which the query retrieves. This includes both columns and rows. When executing a query, only 

the necessary columns and rows should be included in the query. For example, it is not wise to use the 

SELECT * statement to return everything from the table. Queries should be as simple as possible, and 

checking a query before executing it is essential for reducing the query complexity. Less complex 

queries return less unnecessary columns and rows, and thus reduces the size of the result set. Selecting 

more data than is actually needed not only increases computer’s resource usage but also data transfer 

across the network, further degrading performance. In fact, the fastest SQL query is the one that is 

never sent to the DBMS. In other words, a query should not be sent unless it is absolutely necessary. 

Even the simplest request involves a network transmission, so interacting with the database should be 

avoided if possible. [10] [16] [20] 

 

It is good to be aware of the request when someone asks to return thousands and thousands of rows 

from a database. Just because someone is saying that those are the business requirements does not 

mean they are right. Returning huge data sets is costly, and few human beings are capable of 

processing thousands of rows. It is unlikely that thousands, or even more, rows are utilized entirely at 

once, so one should be ready to push back on these kinds of requests and be able to justify the reasons. 

[16] 
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PF11: SQL query structure. When poorly written SQL queries are executed, they do not allow the 

DBMS to retrieve data from the database in the most efficient way. It is advisable to consider 

rewriting queries to make them less complex. Queries should return only the data that is needed, and 

they should utilize indexes to reduce execution time, thus improving database performance. 

4.5 Summarizing database performance factors 

Throughout Chapter 4, different database performance factors were recognized. These factors were 

summarized into entities called Performance Factors and uniquely numbered to identify them. 

Performance Factor entities answer RQ2: What are the factors that affect database performance? In 

Table 4.1, all the Performance Factor entities have been organized into one table to provide a clear 

understanding of the factors that affect database performance. The table includes the Performance 

Factor entity number, the name of the factor, and a short description of each factor. 

 

PF# Performance Factor Description 

PF1 CPU Upgrading the CPU or increasing the number of CPUs enhances 

query execution time and concurrency. 

PF2 Storage Switching from HDD to SSD reduces query execution latency. 

PF3 Memory Increased memory allows more data caching, and it reduces the 

need to access the disk. 

PF4 Network Poor network connection can bottleneck database performance 

and negate all the implemented performance optimizations. 

PF5 Data packet loss Fixing the data packet loss extends query execution time, 

leading to degraded database performance. 

PF6 Network transmission Reducing the number of network transmissions minimizes query 

execution time. 

PF7 Database server distance Shorter distance between the user and the database server will 

lead to faster query execution time. 

PF8 Indexes Indexes help the DBMS locate data quickly, speeding up query 

execution time. 

PF9 Unused indexes Unused indexes consume the computer's resources 

unnecessarily, meaning that these resources cannot be utilized 

for something more useful that would improve performance. 

PF10 Index updates Updating indexes during data modifications requires computer's 

resources and increases query execution time. 
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PF11 SQL query structure Poorly written SQL queries do not allow the DBMS to work in 

the most efficient way possible, which leads to increased query 

execution time. 

Table 4.1: A list of recognized database performance factors that answer the RQ2. 
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5 Database security 

5.1 Basic security principles 

Security and privacy are often considered synonyms, but they do not mean the same thing. Privacy is 

the need to restrict access to data that cannot be disclosed to unauthorized users. Security consists of 

the actions that are implemented to ensure privacy. When the security is implemented right, it brings 

protection for invaluable organizational resources against unauthorized reading, updating, and deleting 

of the data. Especially in database security, the most essential thing is that only authenticated users can 

perform authorized activities within the database. [3] [28] 

 

Authentication means that users, whether they are end users or employees, verify they are who they 

say they are. Users authenticate themselves using their user credentials, such as username and 

password. After a user has been authenticated, it needs to be determined what data that specific user 

can access and modify. This is called authorization. Just because users are authenticated, it does not 

mean that they can access all the data and perform whatever action they want to. Instead, users are 

allowed to access and modify the data within the limits of their authorization. These permissions are 

also known as privileges. [29] 

 

In authorization, three main entities are involved: users, data, and operations. Operations are the 

specific actions that can be performed on the data. Therefore, an authorization can be defined as a 

triple, which indicates that a certain user has the right to perform an operation of a certain type on 

certain data. Authorization checks whether a given triple can be permitted to process or not. A user 

logs in to the DBMS using credentials. The username is used to identify each user uniquely, and the 

password is used to authenticate the user. Credentials are required so that the database can be 

accessed, thereby preventing unauthorized users from viewing the data within the database. [5] 

 

STP1: Authentication. Not everyone can be allowed to access a database because, otherwise, data 

would end up in the wrong hands. Before users are allowed to access the database, they need to prove 

that they have permission to access it by authenticating themselves. 

 

STP2: Authorization. Authentication alone is not enough to keep data safe; it also needs authorization. 

After users have proved they are who they claim to be, authorization is used to determine what 

particular operations each user can perform on the data. 

 

In the case of employees, authorization should not give them access to all data. In general, companies 

follow the principle of least authority when granting access to data. It is safest when employees can 
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access only the data necessary for them to do their jobs and nothing more. By restricting access to 

certain data, companies not only protect their most critical information but also help employees find 

the needed data more quickly. If an employee had access to all the data, searching through it to find 

what is needed would take much longer. [29] 

 

STP3: Least authority. Employees, and other users, should be granted the least authority to access 

data. This means restricting access to data, so that employees only have access to data that is 

absolutely necessary for them to do their jobs. Granting the least authority is a precaution for scenarios 

where an attacker gains access to an employee’s account but is limited to the access rights the 

employee possesses. 

 

Many organizations have taken DBMSs as their main technology to manage data for day-to-day 

operations and decision making. As the number of DBMSs has increased, the security of data 

managed by these systems has become crucial. Data are essential for almost every modern 

organization nowadays, because it ensures the continuity of business, and therefore, data must be 

protected. If a company suffers from a database security breach it can result in losing trade secrets or 

confidential customer and user information ending up in the wrong hands, and this can have 

devastating consequences for the business. Becoming the target of a security breach is always a 

negative thing for the company, even if the breacher does not get any sensitive information from the 

database or does not use the information for any malicious intentions. When the company suffers from 

a security breach, it can lose its reputation, as customers, investors, and other stakeholders start to 

think that they cannot rely on the company anymore. Once the trust has been lost, it is hard to gain 

back, and the stakeholders will most likely take their money and begin to conduct business with 

someone else who is more reliable. [3] [30] 

 

Security breaches can be categorized as unauthorized data observation, incorrect data modification, 

and data unavailability. Unauthorized data observation occurs when someone who does not have the 

right to access a database discloses the data. Incorrect data modification means that someone who is 

not entitled to access a database modifies the data and leaves it in an inaccurate state. Data 

unavailability is a situation where the essential information for the proper functioning of the 

organization is not easily available when needed. Thus, database security is thought to have three 

goals: confidentiality, integrity, and availability. Confidentiality refers to the protection of data against 

unauthorized disclosure, so that the data that must be kept private also stays private. Integrity refers to 

the prevention of unauthorized data modification, and because of integrity, the data remains accurate. 

Availability means that data can be accessed whenever it is needed. This implies protecting the 

database from everything that would make data unavailable. Such factors would be, for example, 
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hardware and software errors and malicious data access denials. Availability also refers to recovering 

from incidents that made the data unavailable, so that the data can be accessed again. [3] [30] 

 

STP4: CIA. confidentiality, integrity, and availability is a trinity that forms database security. 

Confidentiality ensures data privacy by preventing unauthorized disclosure, integrity keeps the data 

accurate by preventing unauthorized modifications, and availability guarantees that data can be 

accessed when needed by protecting it from potential disruptions. 

 

The DBMS ensures data protection using different kinds of components. An access control mechanism 

is used for ensuring data confidentiality. When a user tries to access a database, the access control 

mechanism checks the rights of the user against a set of authorizations. The authorization defines 

whether the user can perform a particular action on data. It varies between organizations what users 

are allowed to do with the data, so there is no one right access control policy that everyone can use. 

Instead, organizations need to carefully consider what different user groups can do with the data. 

Together with the access control mechanism, the integrity mechanism ensures data integrity. As 

already mentioned, the access control mechanism verifies that the user has the right to modify the data, 

but the integrity mechanism is responsible for checking that the data remains accurate and correct after 

the modification. Any use of incorrect data may result in heavy losses for the organization. Finally, the 

concurrency control mechanism and the recovery mechanism ensure that data are available and correct 

despite concurrent accesses, failures, and service denials. [30] 

5.2 Database security threats 

Database security begins with identifying what kinds of threats are associated with the stored data. 

Once threats have been identified, solutions can be designed and implemented to mitigate the possible 

harm from occurring. However, implementing security solutions might be neglected, as development 

teams are told to focus on the core business objectives, which are almost never related to security. It is 

common to agree that security is going to be implemented during the next iteration, but when the next 

iteration is about to start, new business-critical objectives will be prioritized. The reason why this 

happens is that the business is willing to pay only for the development time for different features, 

which are considered to bring value to the customers. Because security is typically something which 

the customer cannot see, the business does not think it is necessary to focus on it. Instead, the business 

will push new features to be implemented, as they are seen more important to be worked on. There 

will always be some reason for the business to push back implementing security objectives, and it is 

easy to argue that if something has been broken and it has not caused trouble, why should it be fixed 

now? The problem with this kind of thinking is that when the lack of security has become an issue, it 
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is too late. The attacker has already gained access to a database and exported the data. Trying to fix the 

security after this is useless. [31] 

 

ST1: Neglecting security. Development teams are often told to focus on implementing new business-

critical features that will bring value to the customers. While trying to satisfy the customers with the 

different functions that they value, security is forgotten and soon neglected completely. 

 

Managing database security was fairly simple before the internet. A username and password were 

enough to secure access to a database. The most significant security threats were internal, from 

employees who either accidentally corrupted data or purposely exceeded their authorized access. The 

time before the internet made it also easier for managing data security because data was centralized in 

one place. Nowadays, data is decentralized, meaning that it is distributed across many systems and 

environments. This makes it challenging to control who are accessing the data, and what do they do 

when they get their hands on it. When the internet started to become a common thing, databases were 

added to a network. However, adding databases to a network brought new kinds of external security 

threats, so new security measures needed to be implemented to protect the data. Even though the 

amount of external security threats has increased, it does not mean that internal threats can be 

forgotten. It is as important to pay attention to what is happening within the organization as it is to pay 

attention to external threats. [3] [32] 

5.2.1 Internal security threats 

Employees often know more about a network and the computers on it than someone who is outside of 

the company. Databases are especially vulnerable to internal security threats because employees 

typically have direct and legitimate access to them. This can be extremely dangerous when an 

employee has malicious intent in mind. An employee can take advantage of legitimate access, for 

example, to share trade secrets, steal money, or sell customers’ information for personal gain. In turn, 

former employees can be a security threat for a company, especially if they did not leave the 

organization willingly. These people are often interested in revenge and might try to break into the 

system, interested in damaging data or sharing it for money. To mitigate the risk of former employees 

entering the system, it needs to be ensured that all access rights are removed when the employee 

leaves the company. Of course, this does not remove the risk completely because the former employee 

can always try to access the system in an illegal way. [3] 

 

ST2: Employees. Data in the database can be at risk of jeopardization if employees decide to abuse 

their access rights. Employees have direct and legitimate access to the database, and this increases the 

risk that access rights are used for personal gain. 
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ST3: Former employees. When an employee leaves the company, all access rights need to be removed 

from that person. In this way, malicious intentions of former employees are prevented, as they no 

longer have legitimate access to the database. 

 

As dangerous as the intentional employee security threat may be, employees can also cause damage to 

the data unintentionally or accidentally. An employee can become a victim of a social engineering 

attack, unknowingly helping an attacker gain access to the database. Malware can spread to a 

company’s computers if the employee downloads a suspicious program or adds personal equipment on 

a network to which all other company devices are connected. The data in the database are 

compromised if the employee performs an action which consequences are not known. In this situation, 

accidental data deletion or other modification, that cannot be reverted, is very likely. The employee 

can also lose his or her laptop, and without proper protection, wrong people will possess the data 

almost certainly. [3] 

 

ST4: Carelessness of employees. If employees are not paying attention to what they are doing or what 

happens around them, it can put data in great danger. Social engineering, malware, accidental data 

modifications, and the loss of a laptop can occur if the employee does not think before acting. 

5.2.2 External security threats 

External database security threats come from sources outside the organization. These can be, for 

example, hackers, organized crime groups, and government entities. The most distinguishing factor, 

compared to internal threats, is that external attackers do not have privileges to access a database. 

When an external attacker accesses the data, it is done in an unauthorized and illegal way. [33] 

 

One of the biggest mistakes that increases external threats is to directly expose a database to the 

internet. The most common reason why databases are made available on the internet is to access them 

easily from home. Database administrators and developers often want to connect to the database 

remotely, so that issues can be solved as quickly as possible. However, it is good to keep in mind that, 

if employees can connect to the database from anywhere, then so can someone who is not supposed to. 

The problem with databases connected directly to the internet is that they are open to attacks. 

Numerous bots are scanning the internet and trying to find unprotected databases that can be broken 

into. The best practice is to allow the smallest set of network connections possible. It should not be 

possible to connect to the database from all IP addresses. Instead, the access needs to be restricted so 

that only the static IP address from the office has access. If the database needs to be managed outside 

of the office, it is best to connect to a machine in the office over a remote desktop, preferably using a 

Virtual Private Network (VPN). The VPN is the only secure way to connect from outside a network to 
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inside the network. Employees’ computers outside of the office are assigned an IP address on the 

office network, allowing them to interact with the office computers through a secure connection rather 

than accessing them directly over the internet. In this way, the office’s computers are not available 

directly on the internet, and possible attackers cannot exploit the open connection to access the 

database. [31] 

 

ST5: Exposing a database. Databases should never be exposed directly to the internet because 

otherwise anyone can access them. Databases should be configured so that access is allowed only from 

certain IP addresses, such as those from the office. If employees need to access the database outside of 

the office, it is best to use a VPN connection. 

 

Attackers are trying to find database accounts from the internet that can be used to access the database. 

Particularly, the system administrator’s account is what is desired the most, because it has full rights to 

everything on the database. It is a good practice to change the password occasionally, but in addition 

to this, the account should also be renamed. Renaming the system administrator’s account, and other 

accounts as well, greatly increases security, as it takes away the attacker’s knowledge of the name of 

the account to log in with. After the renaming, the attacker would need to discover not only the 

password, but also the username for the account as well. A secure system will only inform that either 

the username or the password was wrong when a login fails. This way, the attacker does not know if 

he or she is on the right track while trying to break into the database. Without knowing the correctness 

of either credential, it will be very difficult to complete a brute-force attack in a reasonable amount of 

time. However, certain factors, such as the number of used computers, the length of the username, and 

if the username is accidentally revealed because of social engineering, affect the time it takes for the 

attacker to break into the database. In addition, if the application is legacy, third-party, or poorly 

written, it may require using the system administrator as an account name. In this case, the best way to 

mitigate the risk of an attack is to disable the system administrator’s account whenever it is not in use. 

[31] [34] 

 

STP5: Renaming account. It is commonly advised that passwords should be changed occasionally, but 

to increase database security, user accounts should also be renamed. Especially the system 

administrator’s account should be renamed because it has more rights than any other user account. 

When the account is renamed, it becomes more difficult for an attacker to gain access to the database 

using a brute-force attack, as both the correct password and username must be discovered. 

 

STP6: Disabling account. Because access to the system administrator’s account is what attackers want 

the most, this account should be disabled whenever it is not in use. If the account cannot be used, 

attackers cannot extract data from the database or cause other harm to the data. 
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Another external database security threat is a SQL injection attack, which utilizes harmful SQL query 

to return or modify data. Returned data can contain any information that is considered as confidential 

and is not supposed to be revealed without proper authorization. SQL injection usually happens when 

the web or front-end application creates SQL queries based on user input. The main idea of an SQL 

injection attack is that a harmful SQL query is sent to the back-end via a form field, where a user input 

is expected, in the web or front-end application. The intention is to disrupt the original SQL query and 

make the new, injected command run instead. The core reason why an SQL injection attack can 

happen is because of poor coding practices. Over the years, developers have learned better 

development practices to prevent SQL injections. Despite this, SQL injections can still happen in 

legacy applications if the right protection has not been implemented, or in newer applications if the 

developers have not taken SQL injection attacks seriously while building the application. [31] [35] 

 

ST6: SQL injection attack. The purpose of an SQL injection attack is either to reveal confidential data 

without authorization or to modify the data, leaving it in an inconsistent state. 

 

SQL injection attacks are popular among attackers because these attacks can be easily reproduced 

once it is discovered what works best to exploit the vulnerabilities. It usually takes a long time to fix 

all the vulnerabilities, and during this time, the application and database are left open for attacks for a 

long period of time. This is because companies are usually unwilling to shut down their service while 

the necessary actions are performed to repair security issues. Once the security issues are finally fixed, 

the attack has already taken place and the data has been compromised. [31] 

 

If a company becomes a victim of SQL injection, it can have far-reaching consequences. For example, 

the attacker could delete whole tables from the database. Assume that a web application executes the 

SQL query shown in Example 4.1, when a customer navigates to the sales order history page. This 

SQL query would be created when the customer goes to the fictional URL: 

http://www.company.com/orders/orderhistory.aspx?Id=25. [31] [35] 

 

SELECT * FROM Orders WHERE OrderId=25; 

Example 4.1: SQL query to retrieve an order with the OrderId value of 25. [31] 

 

A string concatenation can be done when SQL queries are combined. Any value that is put at the end 

of the query is passed to the DBMS. The attacker could change the SQL query if the URL is changed 

to http://www.company.com/orders/orderhistory.aspx?Id=25%3Bdelete%20from%20Orders%3B. In 

this new URL, semicolons are encoded as %3B, and spaces are encoded as %20, so that web servers 

and browsers can interpret them. The new URL would create a new SQL query, shown in Example 

4.2. [31] 
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SELECT * FROM Orders WHERE OrderId=25; delete from Orders; 

Example 4.2: Concatenated SQL query with a delete statement. [31] 

 

The first semicolon in the query in Example 4.2 instructs the DBMS that the statement has ended, and 

that there is another statement that should be executed. The DBMS then proceeds to the next statement 

and performs what is commanded. After the whole query in Example 4.2 has been executed, 

everything from the Orders table has been deleted. [31] 

 

SQL injection attacks can be prevented using prepared statements in an application’s back-end code. 

Prepared statements are precompiled SQL queries with placeholders. When a user gives input through 

the front-end, the back-end replaces the placeholder with the given input, and sends the SQL query to 

the DBMS to be executed. In this way, only the expected SQL queries are sent to the DBMS. If the 

attacker would try SQL injection, the back-end would notice that the query does not match with the 

prepared statement, and refuses to send the query to the DBMS. In a situation where the malicious 

SQL query gets to the DBMS to be run, and prepared statements have not been implemented, nothing 

can be done to stop the DBMS from executing the query. To further reduce the risk of an SQL 

injection attack, the back-end code should validate the user’s input so that the data is in the expected 

data form. If a number is expected, it should be ensured that there is, in fact, a number within the 

input. If a string is expected, then it should be checked that the input contains a string. If the user’s 

input is not in the expected data form, then the back-end must refuse to process what has been 

commanded. [31] 

 

STP7: Prepared statements. When prepared statements are implemented in the back-end code, they 

prevent SQL injection attacks. The back-end expects certain types of queries, and if the provided 

query does not match the back-end code, the back-end refuses to send the query to the DBMS for 

execution. 

 

STP8: User input validation. SQL injection attacks can be prevented when the user’s input is 

validated. SQL injections are formed based on user input, and when the back-end notices that the input 

is not what was expected, it stops the attacker’s command. 

 

SQL injection attacks are not successful against only applications which were built in-house. 

Similarly, applications which were developed by third parties are prone to SQL injection attacks. 

When a company purchases third-party applications, it is often assumed that the product is a secure 

application that cannot be attacked successfully. Unfortunately, that is not always the case, and every 

time a third-party application is brought into a company, a full code review should be conducted to 

find possible vulnerabilities. This is how it can be ensured that the application is safe to deploy. When 
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a company deploys a third-party application from which an attacker can steal data, the company itself 

is responsible for having an insecure application, compromising their customer data, and dealing with 

the consequences if a data breach occurs. The company that produced and sold the insecure 

application cannot be blamed for the attack. [31] 

5.3 Privileges and access control mechanisms 

Most DBMSs allow database administrators to restrict users’ access to specific tables, and even to 

certain columns and rows within a table. Users can be labelled into different groups, and these groups 

can be granted permissions to view certain data. When a table is queried, the DBMS checks the user’s 

privileges and returns only the data from tables, columns, and rows that the user is allowed to access. 

For example, suppose a medical database that contains patient data. General data about the patient, 

such as name, phone number, and appointment schedule, can be available to almost everyone working 

in the hospital. More sensitive data, such as medical history, appointment notes, prescriptions, and test 

results, are available only to nurses, doctors, and other medical staff. Labelling groups to see specific 

data reduces the risk of data ending up with users who are not allowed to view it. A person belonging 

to an appointment specialist group can see the patient’s phone number so he or she can call a patient, 

but the DBMS will not reveal the patient’s medical history as the person is outside of the group who is 

allowed to view such data. [9] 

 

STP9: Labelling users. Users’ access to data within the database can be restricted by labelling users 

into groups. These groups have different access rights to various data, so the permission to access the 

data depends on the label assigned to the user. 

 

It is generally safest to give a user the fewest privileges possible, or privileges that are absolutely 

necessary for the user. Not only does this prevent the user from performing an irreversible action or 

something improper, but it also reduces the harm that an attacker can do if the user’s credentials end 

up in the wrong hands. If the user does not have a certain privilege to perform a certain action on data, 

then the attacker does not have these rights either. In some situations, it can be necessary to make an 

exception and extend a specific user’s privileges. If a user needs more access rights than the group is 

allowed to view, additional privileges can be granted to this individual user. However, this is 

something that should be carefully considered, because granting excessive privileges increases the risk 

of data falling into unauthorized hands. Nevertheless, if it is decided that the user will be granted extra 

privileges, it is important to revoke those privileges when they are no longer needed. [9] [36] 

 

STP10: Revoking privileges. Users’ authorization to access and modify data can be changed, and 

when a user no longer needs certain privileges, they should be removed. 
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Granting multiple users only the most essential and needed privileges can be a complex process 

because it requires determining the correct permissions that each user needs. Users themselves are 

often too lazy to figure out what access they really need and will instead request what they want to 

access, which is everything. In the case of databases, accessing everything usually means being a 

database administrator or a member of the database owner group. Both of these roles’ privileges are 

likely far more than the average user needs. There are no easy technological solutions to determine 

what privileges users actually need, and the database administrator can make a fatal mistake if 

excessive privileges are granted. That is why the database administrator must take time and carefully 

consider what data an individual user can access and what actions certain users are allowed to perform 

on the specific data. [31] 

 

Discretionary Access Control (DAC) is an access control mechanism to manage users’ access to data. 

In DAC, access is granted or denied based on the identification of the user, and authorizations, which 

are known as rules. These rules define the specific access rights for each user and what actions they 

can perform on data. Under this policy, the authority to decide who can access certain data lies with 

the person who created the data, such as the data owner, or the database administrator. However, DAC 

has issues that can cause the data ending up for people who are not allowed to access it. Once a user 

has been granted the privilege to access the data, the DAC cannot prevent the user from sharing the 

data with someone who is not allowed to see it. This is why the word "discretionary" is in the DAC, as 

the person who has the authority to grant access to data needs to carefully consider which users are 

given the right to access the data. The data owner can grant, purposely or accidentally, excessive 

permissions to users, and this can lead to data breaches. [37] [38] [39] 

 

Mandatory access control (MAC) is an access control mechanism where the system gives users access 

to data based on data confidentiality and user clearance levels. In MAC, data are labelled into different 

security levels, which are top secret, secret, confidential, and unclassified. Users are also labelled, and 

when users want to access data, their security labels are compared with the labelled data. Based on 

this, the users are granted access to the data level for which their rights are sufficient. In the case of 

users, the label is called the clearance, and for data, the label is called the security classification. 

Managing MAC requires a lot of work from administrators. To make the MAC work effectively, it 

needs to be planned what security classifications are given to all the data, and what data different users 

can access. This work can be continuous if new users need to access the data, and if new data is added 

constantly. [37] [38] [40] [41] 

 

Role-Based Access Control (RBAC) is an access control mechanism that has been motivated by the 

need to simplify authorization administration. As the name suggests, RBAC is based on roles, and 

these roles are granted to different users. Different roles allow users to perform different functions. In 
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RBAC, users are not granted privileges. Instead, privileges are given to roles, and roles are given to 

users. Once a user has been made a member of a role, he or she acquires the authorizations that 

specific role possesses. The user can then access and modify data within the limits that role allows. 

The good thing about RBAC is that it simplifies authorization management. Whenever a user needs 

more privileges, a new role can be given to him or her. In turn, if a user no longer needs to or is not 

allowed to access data anymore, the role can be removed from the user. This ensures that users do not 

have more privileges than they actually need, thus reducing the risk of unauthorized data access. The 

drawback of RBAC is that administrators need to handle user’s requests individually. Especially if it is 

a large company, granting new roles and revoking old ones can be a long process. [29] [30] [37] [42] 

 

STP11: Access control mechanisms. Access control is a mechanism that regulates who can access 

data in a database. Different access control mechanisms have different regulations about accessing the 

data. Discretionary Access Control (DAC) grants access based on user identity and rules set by data 

owners. Mandatory Access Control (MAC) restricts access based on security labels for both data and 

users. Role-Based Access Control (RBAC) assigns roles, with specific permissions, to users. 

5.4 Encryption 

Personally identifiable information (PII), such as social security numbers, credit card numbers, home 

address, medical data, banking information, and names of family members, possess a great challenge 

for protection. To protect PII data, and any other types of data, DBMSs offer encryption capabilities. 

Data encryption is an effective way to protect the data within a database, and the main purpose of 

encryption is to transform data from the plaintext to an unreadable ciphertext. When the encrypted 

data is retrieved from a database, it needs to be converted back to plaintext so that the data can be read 

in an understandable form. This is known as decrypting data. Encrypting data enhances data 

confidentiality and it can be done either symmetrically or asymmetrically. [43] 

 

In symmetric encryption, data is encrypted and decrypted with the same key. This means everyone 

dealing with the data must know the key, and these people must keep it secret. This secret key holds 

all the important information for both encrypting and decrypting the data. There are two worst-case 

scenarios involved with symmetric encryption. Firstly, if the key is lost, there is no way to get the data 

back to plaintext, and secondly, if the key is known publicly, everything is exposed, and the data can 

be accessed freely. It is obvious that trust between parties dealing with the data is essential in 

symmetric encryption. [43] 

 

Unlike symmetric encryption, asymmetric encryption uses two keys. A private key is used for 

encrypting the data, and a public key is used for decrypting it. The idea is to increase security so that 



47 
 

the data can only be encrypted with one key and decrypted with the other key. The public keys of all 

people are known to everyone, but the private keys are kept secret and never disclosed. If one user 

encrypts data with a private key, anyone who has the user’s public key can decrypt it. But if the user 

does the encryption with a public key, the data can be decrypted only with the private key. Now, if this 

encrypted data falls into the wrong hands, it has no use because no one else but the user is able to 

decrypt the data. [43] 

 

Assume two users, user 1 and user 2, are exchanging email messages in a secure way. User 1 and user 

2 both hold public and private keys. The private key is secret, and neither user 1 nor user 2 discloses 

their private keys to anyone. However, both users know each other’s public keys because these keys 

are openly shared, for example, on a database. It is known that in the asymmetric encryption a 

message is encrypted with one key, and it can only be decrypted with the other key. So, user 1 uses 

user 2’s public key to encrypt the message. Once user 2 receives the message he or she is the only one 

who can use his or her private key to open the message and read it. In this way, confidentiality of the 

message is guaranteed, and even if the message accidentally went to someone else’s email box than 

user 2’s, they would not be able to open it. But what if user 1 encrypts a message with his or her own 

public key? To read that message, a person would need user 1’s private key. That means nobody but 

user 1 can read the message. [43] 

 

Even though data encryption can increase data security and enhance confidentiality, it comes with a 

downside. The process of encrypting and decrypting the data requires computing power from the CPU. 

The more data there are within a database that needs to be encrypted, the more CPU power will be 

needed. Every time that same data needs to be decrypted, it increases CPU usage. When CPU usage is 

high, it negatively affects performance and increases query execution time. So, the key is to carefully 

consider what is the most important data that needs to be kept encrypted and balance the encryption 

requirements with the increasing data load. [31] 

 

STP12: Encryption. Data within a database can be protected using encryption. When data is 

encrypted, it is transformed into ciphertext that cannot be read intelligibly. To convert the encrypted 

data back into its original form, it needs to be decrypted. Data encryption can be done either 

symmetrically or asymmetrically. 

5.5 Auditing database 

The reason why data theft can be a problem is that the thief might be able to steal data without anyone 

knowing that a theft has occurred. A good thief will be able to enter the database, copy data, and exit 

without leaving a trace. Because copying data from the database does not affect, in any way, to data, 
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examining the data will not reveal that copying has occurred. This is why DBMSs need to audit every 

action that has been made within the database. [3] 

 

Modern DBMSs can audit failed login attempts into a log file. This auditing allows the database 

administrator to check the log file to see if someone has attempted to log into the database using an 

account for which they have no password. If it is found that multiple failed login attempts have 

occurred, then it is a clear sign that someone is attempting to break into the database. The auditing not 

only records failed login attempts, but also saves the IP address from which the attempt came. Once 

the IP address is known, it can be blocked so that the attacker’s access to the database is prevented, 

even if he or she manages to find the right credentials. [31] 

 

Successful login attempts can also be audited, and it is as useful as auditing failed login attempts. If 

the database administrator finds that login attempts have stopped, then he or she knows that whoever 

tried to break into the database gave up the attempt. But auditing successful login attempts, after the 

failed ones, reveals that the attacker has managed to break into the database. Then, the database 

administrator knows immediately that the correct password has been found and it needs to be changed. 

As useful as the auditing is, it has a downside. Logging all the failed and successful login attempts on 

a busy day makes the log file very big. Reading this file can be a laborious task, and it requires storage 

space to save the file. [31] 

 

STP13: Auditing logins. The DBMS should audit both failed and successful login attempts. When 

multiple failed login attempts for the same account are audited, it reveals that someone is trying to 

gain access to the database illegally using a brute-force attack. To prevent the attacker from accessing 

the database, the IP address where the login attempts came from can be blocked. Auditing a successful 

login attempt, after the failed ones, reveals that the attacker has found the right credentials to log into 

the database. 

 

DBMSs can audit more than just failed or successful logins. Every action that is performed within the 

database can be saved and later accessed to see what has been done, who has done it, and when it has 

been done. For example, if there are any doubts that an employee abuses privileges and compromises 

data, it is essential to find this wrongdoing. Some employees who are working with the data can have a 

lot of privileges and valid reasons to view every bit of data in the database. Accessing this data is 

acceptable if employees are working on a troubleshoot or any other issues that are related to their job. 

But accessing the data in an improper context is something that employees need to be accountable for, 

and auditing is the best option to find out if any misuses have occurred. However, auditing does not 

keep malicious people away from the data, so it is not a full-scale security solution. Auditing is simply 
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just a tool to watch what users do within the database and to catch if something out of the ordinary 

happens. [44] 

 

STP14: Auditing database actions. Different actions performed within the database can be audited to 

track who has performed a certain action and when it was done. In this way, users who have abused 

their privileges and acted improperly can be held accountable for their actions. 

 

If the database is attacked internally, then the database administrator is the worst option from them all 

because the database administrator is the one who has the most privileges, and there is not much that 

can be done to stop the attack. What can be done in this situation is to have a reputability strategy in 

place. A reputability strategy involves using auditing to ensure that malicious actions are traceable. 

The purpose is to maintain reputability even though an attack took place. When it is known what 

happened, appropriate actions can be taken against the malicious database administrator. This will 

prove that actions have consequences, and wrongdoers will be held accountable for their actions. In 

addition, when malicious people are made to answer for what they have done, it will act as a deterrent 

to others not to try anything similar. [34] 

 

STP15: Reputability strategy. Companies can have a reputability strategy to maintain their reputation 

in case of a data breach. When actions performed within the database can be traced through auditing, 

malicious people and other wrongdoers who have compromised data, or are planning to do so, are 

shown that actions have consequences. The purpose is to maintain the company’s reputation and to 

send a message that the company cares about its customers’ privacy. 

5.6 Penetration testing 

Penetration testing is a self-defence tool, and the purpose of testing is to find as many vulnerabilities 

as possible from a system. In the process of penetration testing, the tester mimics a situation where 

someone with malicious intent tries to attack the system. If the tester manages to steal data, create a 

system account, cause delays, stop processes, or shut down the service using a denial of service (DoS) 

attack, then it proves that a possible attacker can do the same. The attacks can cause great harm to the 

organization and users, and that is why it is important to find the possible vulnerabilities so they can 

be fixed. Penetration testing can also be used to check whether an already known and reported 

vulnerability has been fixed and test again to see if the fixed defect does not exist anymore. This 

makes penetration testing a repetitive task that is conducted iteratively. [43] 

 

Penetration testing is a great way to find out if the system is safe from SQL injection attacks, and 

testing should be done regularly to find vulnerabilities. Penetration testing can reveal if an attacker can 
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inject a malicious query into the database and cause harm to the data. It is guided that, at a minimum, 

penetration testing should be performed every time there is a major software package release, as well 

as quarterly, to ensure that none of the minor releases are prone to SQL injection attacks or other 

attacks. In a perfect world, penetration testing would be performed at every software release. But these 

penetration tests take time and other resources, and the reality is that most companies do not have the 

resources available to do penetration testing constantly and consistently. [31] 

 

Penetration testing can be done as black box testing, white box testing, or gray box testing. The choice 

of methodology impacts how the testing is conducted. In black box testing, the tester simulates an 

external attack by someone who does not have any prior knowledge about the system. This approach 

follows the same pattern as how most cybercriminals would attack a system and gives insights into 

how an outsider might penetrate the system. Based on the publicly available information, the tester 

tries to uncover vulnerabilities that could be used to gain access to the system. The advantage that 

comes with black box testing is that it offers the ability to evaluate the system from the perspective of 

an external person. This means, if the tester is able to break into the system using only the information 

that everyone can access, then the attacker can do the same. [45] 

 

Unlike black box testing, white box testing provides all the knowledge about the system to the tester. 

This means, for example, access to source code, architecture diagrams, and other documentation. 

White box testing allows a complete examination of the system and most likely reveals more 

vulnerabilities than black box testing. White box testing is an exceptionally detailed testing method 

and is regarded as the most in-depth form of penetration testing, with the ability to reveal 

vulnerabilities within the system that no other method can reveal. [45] 

 

The last penetration testing methodology is gray box testing, and it is a middle ground between black 

box testing and white box testing. In gray box testing, the tester does not have a full understanding of 

the system, but some knowledge has been given. This partial insight might include details about the 

architecture or source code, which helps in formulating test strategies. With the available knowledge, 

the tester tries to get as much information as possible out of the system. [45] 

 

STP16: Penetration testing. To find out if an attacker can perform an SQL injection attack and cause 

harm to data, penetration testing can be conducted to see if the system has any vulnerabilities that can 

be exploited. Penetration testing can be done as black box testing, white box testing, or gray box 

testing, and they all have a different approach. 
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5.7 Summarizing database security 

Throughout Chapter 5, various aspects affecting database security were recognized. These aspects 

have been summarized into two distinct entities: Security Threat, which addresses the different threats 

a database can face, and Security Threat Prevention, which outlines the measures to prevent these 

threats. Both entities answer RQ3: What security threats a database can face, and how to prevent 

them? To provide a clear understanding, these entities have been organized into two separate tables. 

Table 5.1 includes the Security Threat entity number, the name of the security threat, and a short 

description of each threat. Table 5.2 follows the same structure but focuses on the Security Threat 

Prevention entity. 

 

ST# Security Threat Description 

ST1 Neglecting security Security can be neglected when development teams focus 

only on delivering new features to keep the customer 

satisfied. 

ST2 Employees Employees may abuse their legitimate access rights for 

personal gain, thus putting data at risk. 

ST3 Former employees Removing access rights when employees leave the 

company prevents malicious actions by former staff. 

ST4 Carelessness of employees Lack of employee attention can lead to data breaches 

through social engineering, malware, or accidental loss. 

ST5 Exposing a database Directly exposing a database to the internet allows 

unauthorized access. Access should be allowed only from 

a certain IP address or through a VPN connection. 

ST6 SQL injection attack SQL injection attacks allow attackers to reveal or modify 

data without authorization. 

Table 5.1: A list of recognized database security threats that answer the RQ3. 
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STP# Security Threat Prevention Description 

STP1 Authentication Ensures that only users with a right permission can 

access the database by verifying their identity. 

STP2 Authorization Defines what actions authenticated users are allowed to 

perform within the database. 

STP3 Least authority Restricts user access to only the data that is necessary 

for their role and reduces the risk if an account is 

compromised by an attacker. 

STP4 CIA Ensures database security through confidentiality, 

integrity, and availability of data. 

STP5 Renaming account Renaming accounts, like the system administrator’s, 

increases difficulty for brute-force attacks. 

STP6 Disabling account Disabling unused admin accounts prevents attackers 

from exploiting them to gain unauthorized access. 

STP7 Prepared statements Prepared statements prevent SQL injection attacks. If the 

provided query is not what the back-end expected to 

receive, it refuses to send the query to the DBMS. 

STP8 User input validation Validating user input helps prevent SQL injection 

attacks. If the back-end notices that the user input is not 

what was expected, it refuses to send the query to the 

DBMS. 

STP9 Labelling users Users can be labelled into different groups, which have 

different data access and modification rights.  

STP10 Revoking privileges To ensure data security, access rights should be removed 

from users when they no longer need certain 

permissions. 

STP11 Access control mechanisms Access control mechanisms define how data access is 

granted based on user identity (DAC), security labels 

(MAC), or roles (RBAC). 

STP12 Encryption Protects data by converting it into unreadable ciphertext, 

which can only be decrypted with the correct key. 

STP13 Auditing logins Auditing login attempts helps detect brute-force attacks 

and it saves the IP address, which can be blocked to 

prevent the attacker from accessing the database. 

STP14 Auditing database actions Saves user actions within the database to detect and hold 

accountable those who have abused their privileges. 
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STP15 Reputability strategy A reputability strategy guides companies in maintaining 

their reputation by showing others that actions have 

consequences. The purpose is to prevent malicious 

people from compromising data and to send a message 

that privacy matters. 

STP16 Penetration testing Simulates attacks to identify system vulnerabilities and 

test defence against SQL injection attacks. 

Table 5.2: A list of recognized countermeasures to prevent database security threats that answer the 

RQ3. 
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6 Discussion 

Even though the research questions presented in this thesis are focusing on their own areas, they 

collectively contribute to the overall functionality and reliability of a database system. Answers to 

these research questions form a picture of what constitutes a well-designed database system, one that 

can be reliably used in business operations. RQ1 focuses on the robustness of a database, ensuring that 

it operates reliably under different circumstances, and can recover from failures in a way that data is 

not affected. RQ2 examines the performance factors, which directly impact how efficiently the 

database can handle concurrent access and large volumes of transactions. Finally, RQ3 addresses 

security concerns, ensuring that the database is protected against external and internal threats, keeping 

sensitive information safe from unauthorized access and manipulation. 

 

Robustness and performance are closely related to each other because, in a robust system, performance 

can be maintained even under heavy transaction loads, concurrent access, or after a system failure. 

Robustness characteristics, such as transaction management (RC1) and concurrency control (RC6), 

ensure that the database can handle multiple simultaneous operations without compromising data 

integrity. Without proper performance optimizations, such as CPU upgrades (PF1), memory caching 

(PF3), and indexing (PF8), even a robust system might fail to meet user expectations under high loads. 

These performance factors help execute multiple transactions quickly, ensuring that the system can 

maintain robustness without slowing down. Similarly, SQL query structure (PF11) can influence how 

well transactions are handled, and well-structured queries reduce bottlenecks, aligning robustness with 

performance. 

 

In addition, users need to be able to access data quickly, so data availability (RC3) is essential for 

robustness. Performance factors, such as network (PF4) and data packet loss (PF5), directly affect the 

availability of the data. A robust database requires fast, reliable access, and if the network is weak, or 

users fail to receive data from the database due to data packet loss, it degrades performance and makes 

the data less available. Because data availability is one of the characteristics of a robust database, 

robustness can be compromised if performance factors PF4 and PF5 prevent users from fast access to 

data. In turn, minimizing network transmissions (PF6) and reducing the distance between users and the 

database server (PF7) are factors that make data more available to users and thus strengthens 

robustness. 

 

Robustness and security are also related to each other. For example, concurrent access (RC5) ensures 

that transactions are handled in a way that preserves the database’s integrity, and integrity is a security 

aspect covered by CIA (STP4). Integrity in the CIA means that unauthorized data modifications are 

prevented, and data is modified through transactions. So, when unauthorized people cannot perform 
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transactions, it ensures the correctness and accuracy of the data, making the database both a robust and 

secure system. Furthermore, as already mentioned, availability is related to robustness, but it is also 

part of the CIA. Availability in the CIA guarantees that data is accessible when needed, meaning that 

data is protected from disruptions. People who access the database without proper authorization can 

make the data unavailable and compromise it, which could break the integrity of the data, leading to a 

situation where the data is no longer reliable. People can access the database without authorization 

when databases are exposed to the internet (ST5). Making the database open for public access is a 

security threat that can lead to the unavailability of data, thus putting both database robustness and 

security at risk. To reduce this risk, each person who tries to access the database needs to be 

authenticated (STP1), and those with legitimate access rights need to be authorized (STP2) to ensure 

they have the right to perform certain actions within the database. 

 

Performance and security are related to each other as well. While security mechanisms, such as 

encryption (STP12) and auditing (STP13 and STP14), enhance security, they can cause additional 

processing overhead, affecting query execution time and resource usage. Auditing database login 

attempts and actions, as well as encrypting large datasets, can be resource-intensive and slow down 

database performance. Performance degradation due to encryption and auditing results from 

insufficient CPU (PF1), storage (PF2), and memory (PF3). When these computing resources are 

increased, more data can be encrypted, and more database actions can be audited. In other words, 

increased computer resources improve database security. 

 

Moreover, authentication and authorization are critical for securing the database, but implementing 

them can negatively affect performance, especially when the distance between the user and the 

database server is long (PF7). The farther users are from the server, the more time it takes to 

authenticate them and check what actions they are allowed to perform within the database. 

Implementing multiple authentication steps can increase latency for geographically distant users, 

meaning that query execution is prolonged. This is why it is important to carefully plan the location of 

database servers, preferably where most users are. This, in turn, would require knowledge or study of 

the users' locations. 

 

This thesis has provided information about database robustness, performance, and security. These 

three aspects can be viewed as forming a database system that can be trusted to function in expected 

way and to keep users’ data safe. For companies, this thesis serves as a guide for evaluating different 

database options, so that decision-makers can make the best possible decision when choosing a 

database for their company’s use. With the help of this thesis, it can be ensured that the chosen 

database aligns with the company’s operational needs and risk tolerance. Additionally, the thesis 
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guides companies to keep in mind the possible data growth in the future, so that the essential measures 

can be implemented to maximize the customer and user satisfaction. 
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7 Conclusion 

This thesis has explored the essential aspects of relational databases, focusing on robustness, 

performance, and security. Three research questions were presented to address these topics. RQ1: 

What are the characteristics that define a robust database? RQ2: What are the factors that affect 

database performance? RQ3: What security threats a database can face, and how to prevent them? 

Answers to these research questions were found in the literature and research articles, and the findings 

were compiled into entities. Entities were listed in their own tables, which conveniently summarized 

the findings. 

 

Chapter 3 included the “Robustness Characteristic” entity, which summarized the key characteristics 

of a robust database. The findings in Chapter 3 were presented in Table 3.1, providing an answer to 

RQ1. Table 3.1 listed eight recognized key characteristics that are essential for ensuring that the 

database can be trusted to handle data without causing any situations that could harm it or make it 

unavailable to users. 

 

Chapter 4 included the “Performance Factor” entity, which summarized the factors that affect database 

performance. The findings in Chapter 4 were presented in Table 4.1, providing an answer to RQ2. 

Table 4.1 listed 11 recognized database performance factors, explaining how query execution time can 

slow down and what can be done to improve performance. 

 

Chapter 5 included “Security Threat” and “Security Threat Prevention” entities. The “Security Threat” 

entity summarized different threats that can compromise database security, and the findings were 

presented in Table 5.1, providing a partial answer to RQ3. Table 5.1 listed six database security threats 

that could lead to unauthorized access and data leakage. The “Security Threat Prevention” entity, in 

turn, summarized how the threats presented in Table 5.1 can be prevented. These findings were 

presented in Table 5.2, which, together with Table 5.1, provided the complete answer to RQ3. Table 

5.2 listed 16 recognized countermeasures that can be implemented to prevent unauthorized access to 

the data. 

 

By focusing on robustness, performance, and security, the thesis provided a comprehensive view of 

what makes a database trustworthy and efficient, offering valuable guidance for companies in 

selecting and managing databases to support their business operations. If companies neglect any of 

these aspects, it could lead to a loss of customer trust and, eventually, a loss of business. Therefore, 

adopting best practices in database management is not only a technical requirement but also a strategic 

necessity for ensuring future business success. 
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